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There are two approaches to multiplex simultaneous PUCCH and PUSCH from the same UE. The first approach is transmitting PUCCH and PUSCH on different RBs, i.e., FDM PUCCH and PUSCH. The second approach is piggybacking PUCCH on assigned PUSCH RBs. The first approach is not supported in Rel 15. The second approach is discussed in this contribution.  

In RAN1 #90 [5], the following are agreed for UCI piggybacking on PUSCH. 

Agreements:
· For frequency first mapping, UCI resource mapping principles (e.g., around RS) are common for PUSCH with DFT-s-OFDM waveform and CP-OFDM waveform
· At least for periodic CSI report configured by RRC and aperiodic CSI report triggered by UL grant, the UL data is rate-matched around the UCI

In RAN1 NR Ad Hoc 3 [6], the following are agreed. 
Agreements:
· Confirm the working assumption:
· For slot-based scheduling, for HARQ-ACK with more than 2 bits, PUSCH is rate-matched.
· For slot-based scheduling, for HARQ-ACK with up to 2 bits, PUSCH is punctured.

In RAN1 #90bis [8], the following are agreed
Agreements:
· For grant based UL transmission, use DAI based mechanism similar to LTE to indicate UE the number of ACK bits for ACK piggyback on PUSCH. 
· FFS details of DAI mechanism 
· FFS: how to enhance DAI mechanism to support CBG based transmission
Agreements:
· For ACK piggybacked on PUSCH, map ACK to distributed REs across PUSCH allocated RBs 
· Details FFS
Agreements:
· For CSI piggybacked on PUSCH, map CSI to distributed REs across PUSCH allocated RBs 
· Details FFS
Agreements:
· For CSI piggybacked on PUSCH, support splitting CSI mapping (at least for some CSI) into two parts, where the two parts are mapped differently 
· FFS details (e.g., grouping of different CSI types and map them into different REs, which types of CSI, etc.)
· FFS impact of frequency hopping (if any)
Agreements:
· For dynamically scheduled PUSCH transmission, a plurality sets of beta_offset values can be configured by RRC signalling, and PDCCH can dynamically indicate an index to a set. 
· Each set contains a plurality of entries, each corresponding a respective UCI type (including two-part CSI when applicable) 
· FFS the case when the index is not present in DCI
· The beta-offset is used to compute the amount of REs for each respective UCI on PUSCH similar to LTE
· The set of beta-offset values for each respective UCI use the respective set of values as in LTE as a baseline
· The values are subject to refinement especially taking into account different UL waveforms, differen UCI multiplexing mechanisms (puncturing vs. rate matching), etc.
· FFS impact of UL MIMO
· The number of sets of beta-offset values is to be down-selected between 2 or 4
· Implying 1 or 2 bits in DCI respectively
Agreements:
· When HARQ-ACK piggyback on PUSCH, the same rule is applied to map encoded HARQ-ACK bits to HARQ-ACK REs, regardless of HARQ-ACK puncture or rate match PUSCH. 
· HARQ-ACK avoids puncturing PT-RS.
· Down select to one from the following two alternatives
· MAP HARQ-ACK to REs around DMRS symbol(s)
· Map HARQ-ACK to REs across as many symbols within PUSCH (excluding DMRS symbol) as possible in both frequency hops if applicable.
Agreements:
· If freq hop is disabled for PUSCH, CSI piggybacked on PUSCH follows freq first mapping rule
· FFS details
· FFS the case when hopping is enabled
Agreements:
         Three Beta_offset values are defined as one set, when HARQ-ACK piggyback on PUSCH.
         Three values are corresponding to the following cases:
o    The number of HARQ-ACK bits OACK≤2
o    The number of HARQ-ACK bits falls into [ 3]≤OACK≤[11] 
o    The number of HARQ-ACK bits OACK>[11] 

Agreements:
         Four Beta_offset values are defined for CSI as one set, when CSI piggyback on PUSCH. 
         Four values are corresponding to the following cases:
o    Regardless CSI type 1 or 2, the number of bits for CSI part 1 OCSI_part1≤[11]
o    Regardless CSI type 1 or 2, the number of bits for CSI part 1 OCSI_part1>[11]
o    Regardless CSI type 1 or 2, the number of bits for CSI part 2 OCSI_part2≤[11]
o    Regardless CSI type 1 or 2, the number of bits for CSI part 2 OCSI_part2>[11]
Note: According to R1-1715288 and R1-1716901, CSI is always split into CSI part 1 and CSI part 2 when piggyback on PUSCH. (With CSI type 1, CSI part 2 does not exist when there is no PMI and with rank up to 4) 
Agreements:
Semi-static Beta_offset indication is always applied with fallback DCI for UL assignment. 
        The Beta_offset values with semi-static Beta_offset indication could be different from with dynamic Beta_offset indication. 
Agreements:
Semi-static Beta-offset indication is the default configuration for non-fall back DCI for UL assignment.
         The same sets of Beta_offset with fallback DCI are reused for HARQ-ACK and CSI respectively. 
Agreements:
If the UE is configured with dynamic Beta_offset and with non-fallback DCI for UL assignment, 4 sets of Beta_offset values are configured for HARQ-ACK and CSI respectively.  
        FFS: how to select one out of 4 sets of Beta_offset values
o   Alt1: 2 bits in the non-fallback DCI to indicate one out of 4 sets of Beta_offset values
o   Alt2: Implicit method to select one set of Beta_offset values based on other parameters signaled in DCI, e.g., MCS and/or rank of PUSCH.  
Agreements:
        One table of Beta_offset values is used for HARQ-ACK in NR. Another table of Beta_offset values is used for both CSI part 1 and CSI part 2 in NR. Both tables contain 32 entries. 
        For the table of Beta_offset values for HARQ-ACK in NR, reuse the 16 entries from table 8.6.3-1 in 36.213. Other unused entries in this table are marked as reserved.
        For the table of Beta_offset values for both CSI part 1 and CSI part 2 in NR, reuse the 16 entries from table 8.6.3-3 in 36.213. Add the values 8, 10, 12.625, 15.875 and 20 to this table. Other unused entries in this table are marked as reserved.

In this contribution, remaining issues on multiplexing of PUCCH and PUSCH are discussed. 
[bookmark: _Ref471731770][bookmark: _Ref462669569]DAI mechanism for HARQ-ACK piggyback on PUSCH
In case of DL DCI mis-detection, DAI mechanism can be applied to resolve the ambiguity between eNB and UE about the HARQ-ACK payload size. In RAN1 90bis, it was agreed to use DAI based mechanism similar to LTE to indicate UE the number of ACK bits for ACK piggyback on PUSCH. In the section, the details of DAI mechanism are discussed. 
First of all, if semi-static HARQ-ACK codebook size is configured by eNB, no DAI (including neither DAI_total and DAI_counter) is needed. 
With fallback DCI, the motivation to use DAI is relatively weak. Within fallback mode which is before RRC configuration or during RRC reconfiguration, most likely UE will operate on single CC with TB based PDSCH. It is also reasonable to assume eNB schedules fallback mode UEs in either FDD or TDD without ACK/NACK multiplexing, e.g, fallback UEs following a default k1 value. Therefore, in most of the cases, fallback UE just needs to apply ACK puncturing PUSCH. Nevertheless, if eNB schedules 2 or more fallback DL grants with HARQ-ACK piggyback in the same PUSCH for one UE, the UE will decide the HARQ-ACK payload size based on received DL grants. eNB should handle the ambiguity that comes with mis-detection of fallback DCI, if eNB decides to do “fancy things” with a fallback mode UE. 
With non-fall back DCI, DAI mechanism should be utilized. However, the need for DAI_total is questionable. In LTE eCA, with HARQ-ACK feedback on PUCCH, DAI_total is added in every downlink DCI. The purpose of DAI_total is telling UE how many DL grants in total are scheduled until the latest slot. However, there are a few issues with DAI_total as listed below
· Limited use case:
· If the last DCI is received, then DAI_counter actually serve the same purpose as DAI_total, which make DAI_total useless. If the last DCI is missed and if it is the only DCI scheduled in last slot , then DAI_total is missed too, which again makes DAI_total useless. The only case for DAI_total is that when multiple DCIs are scheduled in the last slot, the last DCI is missed but at least one of the other DCIs is received. In this case, the DAI_total in that received DCI in last slot is useful.
· Double or triple the DAI overhead:
· In each DCI, both DAI_total and DAI_counter have to be included. 
· In case of supporting both TB based and CBG based HARQ-ACK feedback, two DAI_totals are needed, one for TB based HARQ and one for CBG based HARQ.  
· Reliability issue:
· Assuming the last slot has one or two DL grants which are missing, there is a resulting HARQ error with DAI_total. To avoid that, eNB need to make sure there are multiple DL grants in any “possible last” slot.  

[bookmark: _Ref498618254][bookmark: _Ref498618248]Table 1. Example of DAI mechanism with both DAI_total and DAI_counter
	
	Slot 0
	Slot 1
	Slot 2
	Slot 3
	Slot 4
	Note

	CC3
	
	
	
	DAI_counter =0
DAI_total=0
	
	k1 = {1}

	CC2
	
	
	DAI_counter =3
DAI_total=3
	
	
	k1 = {2}

	CC1
	
	
	DAI_counter =2
DAI_total=3
	
	
	k1 = {2}

	CC0
	DAI_counter=0
DAI_total=0
	
	DAI_counter =1
DAI_total=3
	
	PUCCH 
	k1 = {2,4}



Given the above issues, we propose using only DAI_counter in NR for DAI mechanism as shown in Table 2. The number of bits for DAI_counter is increased to 3 bits to provision for more CCs and to improve the reliability of DAI mechanism. Without DAI_total, we can use the idea of “DAI padding” [7] to resolve the issue of missing the last DCI. With “DAI padding”, the PUCCH payload is quantized into multiples of M grants, assuming M=4 for example. UE determines ACK/NACK payload size as M*ceil(last DAI_counter/M) in units of grants. With “DAI padding”, the HARQ error/ambiguity does not occurs unless UE missed M DL grants consecutively, which is a very rare event. 
[bookmark: _Ref498622136]Table 2. Example of DAI mechanism with only DAI_counter
	
	Slot 0
	Slot 1
	Slot 2
	Slot 3
	Slot 4
	Note

	CC3
	
	
	
	DAI_counter =5
	
	k1 = {1}

	CC2
	
	
	DAI_counter =3

	
	
	k1 = {2}

	CC1
	
	
	DAI_counter =2

	DAI_counter =4
	
	k1 = {1,2}

	CC0
	DAI_counter=0
	
	DAI_counter =1

	
	PUCCH or PUSCH
	k1 = {2,4}



Proposal 1: With semi-static HARQ-ACK codebook size, no DAI is included in DCI. UE determine HARQ-ACK payload size via RRC signaling. 
Proposal 2: No DAI is included in fallback DCI in common search space. For HARQ-ACK associated with PDSCH scheduled by fallback DCI, the payload size is determined by detected DL grants. 
Proposal 3: DAI_total is not used in NR. Non-fallback DCI use 3 bits DAI_counter to indicate UE the number of ACK bits for ACK piggyback on PUSCH. 
MCS/Modulation determination for UCI
[bookmark: _Ref463027406][bookmark: _Ref465963195][bookmark: _Ref466040522][bookmark: _Ref378529477][bookmark: _Toc424303267][bookmark: _Toc425248865][bookmark: _Toc425344835][bookmark: _Toc425350726][bookmark: _Toc425501584][bookmark: _Toc425504168]In LTE, when HARQ-ACK/RI are piggybacked on PUSCH, the modulation order of HARQ-ACK/RI is effectively always QPSK, regardless of the modulation order of PUSCH. As the detection reliability is lower with higher modulation order, by capping the modulation order of HARQ-ACK/RI, the performance of HARQ-ACK/RI can be improved. The similar idea should be borrowed to NR to allow different modulation order between UCI and PUSCH. 
First, an example is given to illustrate the necessity of allow different modulation order between UCI and PUSCH. Suppose PUSCH is at coding rate 1/2 with 256-QAM. Suppose beta factor is set to 8 for CSI. Therefore, UCI is encoded with code rate 1/16 but modulated with 256 QAM. This combination of very high modulation order and very low code rate does not make sense at all. Alternatively, if UCI can be set with QPSK and 1/4 code rate, this is a much more reasonable combination of modulation order and code rate, which should bring performance gain for UCI decoding. 
Another advantage of allowing different modulation order for UCI is the potential to simplify Polar encoder processing. In the above example, suppose the UCI size is 250 bits. With 256 QAM, 250 UCI bits is encoded with code rate 1/16, which results 4000 coded bits. For NR, this can lead to large complexity for triangle interleaver. On the other hand, with QPSK and ¼ code rate, 250 UCI bits is encoded into 1000 coded bits which has ¼ smaller triangle interleaver span. 
From both UCI detection performance and Polar encoder implementation point of view, a more reasonable way to determine the MCS/Modulation order for CSI when piggyback on PUSCH should be based on the following algorithm 1.
Algorithm 1: MCS/Modulation determination for UCI when piggybacked on PUSCH
· Step 1: DCI Processing
· DCI indicate for PUSCH_MCS and Beta_offset for UCI
· PUSCH_MCS
· This gives SE_PUSCH = code_rate x QAM order (SE stands for spectrum efficiency)
· Beta_offset 
· Use this to Beta_offset to calculate SE_UCI = SE_PUSCH / Beta_offset
· Step 2: Determine modulation and code rate for UCI
· Find largest MCS_index in UCI MCS table with code_rate x QAM order < SE_UCI
· UCI MCS table may be re-use of PUSCH MCS table; or alternatively define a new MCS table for UCI in specification
· Set UCI modulation to this QAM order, and Polar code rate to this code rate
· Let SE_UCI* = actual spectral efficiency for UCI resulting from the selected code rate and modulation
· Step 3: Resource allocation
· Determine resources needed for UCI: #REs = nBits_UCI / SE_UCI*
· May need some rounding up to nearest #REs at QAM Order
· Remaining REs are used for PUSCH
In summary, we have the following proposal to determine the modulation order and code rate for UCI when UCI is piggyback on PUSCH.
Proposal 4: Allow different modulation order between UCI and PUSCH when UCI piggyback on PUSCH. 
Proposal 5: The code rate and modulation order for UCI is determined by the highest MCS index which provides spectrum efficiency smaller than PUSCH spectrum efficiency scaled by 1/Beta_offset. 
Rules to map HARQ-ACK and CSI to REs
CSI RE mapping rule
To enabling CSI early decoding, CSI is mapped to OFDM symbols right after DMRS in time domain. In frequency domain, according to the agreements made in RAN1 90bis, CSI is mapped to distributed REs in frequency domain. 
We first define a few notations for the description of CSI RE mapping rule. 
· Denote  as the index of OFDM within PUSCH duration (including DMRS for PUSCH).
· Denote  as the index of subcarrier within PUSCH RB assignment for CP-OFDM waveform. Denote  as the index of virtual subcarrier within PUSCH RB assignment for DFT-S-OFDM waveform. Please notice  is not the physical subcarrier index. A mapping from  to physical subcarrier index in the uplink BWP needs take into account the starting RB index and frequency hopping offset, if hopping is enabled.
· Denote as the number of subcarriers excluding PTRS at OFDM symbol .
· Denote  as the number of subcarriers including PTRS within PUSCH RB assignment
· Denote  as the number of modulated symbols of CSI.
· Denote  as the counter for the number of mapped CSI modulated symbols. 

Algorithm 2: CSI RE mapping pseudo codes.
· Initialization: Set 
· While 
· If OFDM symbol  is a DMRS symbol
· 
· Else
· If 
· Set 
· Else
· set   
· End
· While RE  is a PTRS RE
· 
· End 
· map CSI symbol  to RE 
· ; 
· If 
· 
· End
· End
· End
HARQ-ACK RE mapping rule
For HARQ-ACK mapping, it was agreed in RAN1 90bis that a unified RE mapping rule will be adopted regardless of HARQ-ACK puncturing or rate-matching PUSCH. To avoid HARQ-ACK heavily puncture one CB, it is desirable to map HARQ-ACK to as many symbols as possible to distribute the impact of puncturing to all CBs. Another advantage of distributed HARQ-ACK to RE mapping in time domain is the achieved time diversity, especially in high Doppler scenarios. 
Regarding HARQ-ACK mapping rule in frequency domain, it was agreed in RAN1 90bis that mapping ACK to distributed REs across PUSCH allocated RBs to explore frequency diversity.
One important aspect for HARQ-ACK mapping is that we should avoid HARQ-ACK puncturing CSI RE. To guarantee that, we can map HARQ-ACK to REs after CSI symbols. In other words, following the abovementioned mapping rule, assuming that CSI mapped to OFDM symbols up to symbol L-1, HARQ-ACK RE mapping then starts from symbol L. 
In summary, on high level, we propose a “diagonal pattern with wrap around” for HARQ-ACK RE mapping as shown in Figure 2 and Figure 3. The diagonal pattern can make sure HAQR-ACK mapped to as many symbols as possible in time domain. It also makes sure HARQ-ACK mapped to distributed REs across PUSCH assignment RBs to achieve frequency diversity. Furthermore, it guarantees that HARQ-ACK and CSI are mapped to orthogonal REs therefore HARQ-ACK never punctures CSI.  
To illustrate the details of HARQ-ACK mapping to REs, we first define a few notations for the description of HARQ-ACK RE mapping rule. 
· Denote  as the index of OFDM within PUSCH duration (including DMRS for PUSCH).
· Denote  as the starting OFDM symbol for HARQ-ACK RE mapping (assume CSI mapped up to OFDM symbol ). 
· Denote  as the ending OFDM symbol available for HARQ-ACK RE mapping. 
· Denote  as the index of subcarrier within PUSCH RB assignment for CP-OFDM waveform. Denote  as the index of virtual subcarrier within PUSCH RB assignment for DFT-S-OFDM waveform. Please notice  is not the physical subcarrier index. A mapping from  to physical subcarrier index in the uplink BWP needs take into account the starting RB index and frequency hopping offset, if hopping is enabled.
· Denote  as the number of subcarriers including PTRS within PUSCH RB assignment
· Denote  as the number of modulated symbols of HARQ-ACK.
· Denote  as the counter for the number of mapped HARQ-ACK modulated symbols. 

Algorithm 3: HARQ-ACK RE mapping pseudo codes.
· Initialization: Set 
· While 
· Set 
· While RE  is a PTRS RE, a DMRS RE, a CSI RE, or a HARQ-ACK RE 
· If RE  is a PTRS RE 
·  
· else
· 
· End
· End 
· Map HARQ-ACK symbol  to RE 
· ; ;
· 
· End

With frequency hopping, to make sure both CSI part 1 and part 2 explore the frequency diversity, CSI part 1 after encoding is equally partitioned into part 1A and part 1B, where part 1A is mapped to the first hop and part 1B is mapped to the second hop. CSI part 2 after encoding is equally partitioned into two parts 2A and part 2B, where part 2A is mapped to the first hop and part 2B is mapped second hop as well. Then the RE mapping algorithm 1 defined above for CSI is applied for (CSI part 1A + CSI part 2A) and (CSI part 1B+ CSI part 2B) in each hop respectively. For HARQ-ACK, similarly, we partition coded HARQ-ACK bits equally into HARQ-ACK part A and HARQ-ACK part B. HARQ-ACK part A is mapped to the first hop, while HARQ-ACK part B is mapped to the second hop. The RE mapping algorithm 2 defined above for HARQ-ACK is applied to HARQ-ACK part A and HARQ-ACK part B in each hop respectively. 
The rules for CSI and HARQ-ACK RE mapping without frequency hopping are summarized in Figure 2. The rules for CSI and HARQ-ACK RE mapping with frequency hopping are summarized in Figure 3.


[bookmark: _Ref492805499][bookmark: _Ref498528608]Figure 2: Resource mapping for UCI on PUSCH with frequency hopping disabled


[bookmark: _Ref498534508]Figure 3: Resource mapping for UCI on PUSCH with frequency hopping enabled
In summary, we have the following proposals of rules for HARQ-ACK and CSI mapping to REs
Proposal 6: ACK and CSI map to different REs so ACK does not puncture CSI.
Proposal 7: The mapping of HARQ-ACK to REs follows a diagonal pattern with RE indexing increment in both time and frequency domain together.
Proposal 8: With frequency hopping enabled, partition HARQ-ACK encoded bits into HARQ-ACK part A and HARQ-ACK part B. HARQ-ACK part A is mapped to the first hop. HARQ-ACK part B is mapped to the second hop. HARQ-ACK mapping in each hop follow the same rule as HARQ-ACK mapping without frequency hopping.
Proposal 9: With frequency hopping disabled, map CSI part 1 and part 2 to symbols next to front-loaded DMRS. 
Proposal 10: CSI map to REs equally spanned over the PUSCH assignment bandwidth in a distributed fashion.
Proposal 11: With frequency hopping enabled, partition CSI part 1 encoded bits into CSI part 1A and CSI part 1B, and partition CSI part 2 encoded bits into CSI part 2A and CSI part 2B. CSI part 1A and 2A are mapped to the first hop. CSI part 1B and 2B are mapped to the second hop. CSI mapping in each hop follow the same rule as CSI mapping without frequency hopping.
Beta_offset indication 
In RAN1 90bis, it was agreed that with dynamic Beta_offset indication, 4 sets of Beta_offset values are configured by RRC. One out the 4 sets of Beta_offset values will be dynamically indicated by DCI. There are two ways to do the dynamic indication. One way is using 2 bits in DCI to explicitly point to one of the 4 sets. This approach provides the most flexibility but it needs to add two bits in DCI. Another way is implicitly deciding one out of the 4 sets based on other parameters indicated in DCI. The reasonable parameter is MCS index of PUSCH. From low MCS to high MCS, we can partition the whole range of MCS table into 4 subset such as {MCS0-6, MCS7-13, MCS14-20, MCS21-28}. Each subset is linked to a Beta_offset value. As lower MCS implies lower decoding SNR, to protect UCI, lower MCSs should be linked to high Beta_offset value.
Retransmission reuses the same Beta_offset values as in the initial transmission. No indication of Beta_offset values is needed. 
 Proposal 12: Implicitly indicate one out of four sets of configured Beta_offset values based on MCS table. 
Proposal 13: Retransmission follows the same Beta_offset index as indicated in the initial transmission. 
Conclusions
For UCI piggyback on PUSCH, we have the following proposals.
Proposal 1: With semi-static HARQ-ACK codebook size, no DAI is included in DCI. UE determine HARQ-ACK payload size via RRC signaling. 
Proposal 2: No DAI is included in fallback DCI in common search space. For HARQ-ACK associated with PDSCH scheduled by fallback DCI, the payload size is determined by detected DL grants. 
Proposal 3: DAI_total is not used in NR. Non-fallback DCI use 3 bits DAI_counter to indicate UE the number of ACK bits for ACK piggyback on PUSCH. 
Proposal 4: Allow different modulation order between UCI and PUSCH when UCI piggyback on PUSCH. 
Proposal 5: The code rate and modulation order for UCI is determined by the highest MCS index which provides spectrum efficiency smaller than PUSCH spectrum efficiency scaled by 1/Beta_offset. 
Proposal 6: ACK and CSI map to different REs so ACK does not puncture CSI.
Proposal 7: The mapping of HARQ-ACK to REs follows a diagonal pattern with RE indexing increment in both time and frequency domain together.
Proposal 8: With frequency hopping enabled, partition HARQ-ACK encoded bits into HARQ-ACK part A and HARQ-ACK part B. HARQ-ACK part A is mapped to the first hop. HARQ-ACK part B is mapped to the second hop. HARQ-ACK mapping in each hop follow the same rule as HARQ-ACK mapping without frequency hopping.
Proposal 9: With frequency hopping disabled, map CSI part 1 and part 2 to symbols next to front-loaded DMRS. 
Proposal 10: CSI map to REs equally spanned over the PUSCH assignment bandwidth in a distributed fashion.
Proposal 11: With frequency hopping enabled, partition CSI part 1 encoded bits into CSI part 1A and CSI part 1B, and partition CSI part 2 encoded bits into CSI part 2A and CSI part 2B. CSI part 1A and 2A are mapped to the first hop. CSI part 1B and 2B are mapped to the second hop. CSI mapping in each hop follow the same rule as CSI mapping without frequency hopping. 
Proposal 12: Implicitly indicate one out of four sets of configured Beta_offset values based on MCS table. 
[bookmark: _GoBack]Proposal 13: Retransmission follows the same Beta_offset index as indicated in the initial transmission.
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