Page 1


3GPP TSG RAN WG1 Meeting 90bis	R1- 1718804
9th – 13th October 2017
Prague, Czech Republic

[bookmark: Source]Agenda item:	7.4.1.2
Source: 	Qualcomm Incorporated
Title: 	Considerations for RV Order
[bookmark: DocumentFor]Document for:	Discussion/Decision
[bookmark: _Ref481748349]Introduction
In RAN1 Ad Hoc #3 [1], the starting location of each RV was agreed and the RV order when the RV index will be agreed in RAN1 90bis:
Agreement: (as a good compromise considering self-decodability, performance and complexity)
· When LBRM is not applied, fix RVs {0,1,2,3} at {0,17,33,56} x Z for BG1 and {0,13,25,43} x Z for BG2

Default RV order for any special cases where RV index is not explicitly signalled but there is no ambiguity about which instance of a transmission occurred:
· Evaluate at least {0,2,3,1} and {0,3,2,1} until RAN1#90bis. 
· Take final decision at RAN1#90bis. 

This contribution studies the implicit RV transmission order.
Base-Graph 1
RV Order
The RV starting locations in the circular buffer are non-uniform so that RV3 is self-decodable at all code rates. RV0 is also self-decodable at all code rates and provides the best performance, therefore it is assumed that the first transmission will be of RV0.
For the second transmission, Figure 1 compares the performance of transmitting RV1, RV2, and RV3, in addition to retransmitting RV0. The number of coded bits in the second transmission is the same as that in first transmission. It can be observed that transmitting RV2 in the second transmission provides the best performance.
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Figure 1 BG1 performance after the second transmission.
Observation 1: For BG1, the order RV [0, 2] provides the best performance after the second transmission.
Figure 1 also shows that using RV0 with a lower code rate, denoted “RV0, low rate”, across two transmissions has almost the same performance as using RV [0, 2].
Observation 2: For BG1, lowering the rate and transmitting RV0 across two transmissions has similar performance to using RV [0, 2]
The performance after the third transmission is shown in Figure 2, where it can be observed that the order RV [0, 2, 3] provides the most consistent performance across code rates. Using RV0 with a lower code rate offers improvement over RV [0, 2, 3], but only at higher code rates. 
[bookmark: _Ref494741263][image: ]
Figure 2 BG1 performance after the third transmission
Observation 3: For BG1, the order RV [0, 2, 3] provides the most consistent performance after the third transmission.
After four transmissions, the order RV [0, 2, 3, 1] provides the best performance as shown in Figure 3. The order RV [0, 2, 3, 2] remains within 0.25 dB of [0, 2, 3,1] at all code rates.
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Figure 3 BG1 performance after the fourth transmission
Observation 4: For BG1, the order RV [0, 2, 3, 1] provides the best performance after the fourth transmission.
Self-decodability of RV1 and RV2 
RV2 is self-decodable using belief propagation decoding for rate up 0.55 as shown in Figure 4. On the other hand, RV1 is only self-decodable for rates up to 0.42. RV1 also shows significant performance degradation compared to RV2.
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Figure 4 Self-decodability of RV1 and RV2 in BG1
Observation 5: For BG1, RV2 is self-decodable for R <= ~0.55 and RV1 is self-decodable for R <= ~0.42.
Base Graph 2
RV Order
This section investigates the impact of RV order on BG2 performance. Figure 5 shows that RV order [0, 2] provides the best performance after the second transmission and that its performance is very close that of transmitting RV0 at a lower code rate.
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[bookmark: _Ref494870286][bookmark: _Ref494870280]Figure 5 BG2 performance after the second transmission
Observation 6: For BG2, the order RV [0, 2] provides the best performance after the second transmission.
For the third transmission, there is no order that is strictly the best. RV order [0, 2, 1] provides the best performance at high code rates, whereas RV [0, 2, 3] provides better performance at moderate code rates as shown in Figure 6. Since BG2 is more likely to be used with moderate and lower code rates and due to the self-decodability benefits of RV3, the order [0, 2, 3] is preferred.
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[bookmark: _Ref494870642]Figure 6 BG2 performance after the third transmission
Observation 7: For BG2, the order RV [0, 2, 3] provides the best balance between performance and self decodability.
If RV3 is used for the third transmission, the order [0, 2, 3, 1] provides the best performance after the fourth transmission as shown in Figure 7. On the other hand, the order [0, 2, 1, 3] provides the best performance if RV1 is used for the third transmission.
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[bookmark: _Ref494870704]Figure 7 BG2 performance after the fourth transmission when RV3 is used for the third transmission
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Figure 8 BG2 performance after the fourth transmission when RV1 is used for the third transmission
Observation 8: For BG2, the order RV [0, 2, 3, 1] provides the best performance after the fourth transmission if RV3 is used for the third transmission.
Observation 9: For BG2, the order RV [0, 2, 1, 3] provides the best performance after the fourth transmission if RV1 is used for the third transmission.
Self-decodability of RV1 and RV2
For BG2, RV2 is self-decodable using belief propagation decoding for rate up ~0.39 as shown in Figure 9. On the other hand, RV1 is only self-decodable for rates up to 0.26. RV1 also shows significant performance degradation compared to RV2. These results are similar to BG1.
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[bookmark: _Ref494876597]Figure 9 Self-decodability of RV1 and RV2 in BG2
Observation 10: For BG2, RV2 is self-decodable for R <= ~0.39 and RV1 is self-decodable for R <= ~0.26.
Based on the trade-off between self-decodability and performance for both BG1 and BG2, we propose the following:
Proposal 1: Allow implicit RV order to be configurable given trade-offs in self-decodability and coding gain after retransmission. 
Maximum Coding Rate for BG1
When investigating the performance of BG1 over 256-QAM using 50 iterations of a flooding BP decoder, we observe that there is 1.8 dB performance loss when going from R = 8/9 to R = 15/16. A further 0.5 dB loss is observed when increasing the rate from 0.9375 to 0.95 as shown in Figure 10. Since these results were obtained under ideal conditions, the maximum decodable coding rate should be set to be less than or equal to 15/16 = 0.9375.
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[bookmark: _Ref495393073]Figure 10 Performance of RV0 at high code rates using 256-QAM
Proposal 2: Given the performance loss at higher rates, the maximum decodable code rate should be less than or equal to 15/16.
Conclusions
Observation 1: For BG1, the order RV [0, 2] provides the best performance after the second transmission.
Observation 2: For BG1, lowering the rate and transmitting RV0 across two transmissions has similar performance to using RV [0, 2]
Observation 3: For BG1, the order RV [0, 2, 3] provides the most consistent performance after the third transmission.
Observation 4: For BG1, the order RV [0, 2, 3, 1] provides the best performance after the fourth transmission.
Observation 5: For BG1, RV2 is self-decodable for R <= ~0.55 and RV1 is self-decodable for R <= ~0.42.
Observation 6: For BG2, the order RV [0, 2] provides the best performance after the second transmission.
Observation 7: For BG2, the order RV [0, 2, 3] provides the best balance between performance and self decodability.
Observation 8: For BG2, the order RV [0, 2, 3, 1] provides the best performance after the fourth transmission if RV3 is used for the third transmission.
Observation 9: For BG2, the order RV [0, 2, 1, 3] provides the best performance after the fourth transmission if RV1 is used for the third transmission.
Observation 10: For BG2, RV2 is self-decodable for R <= ~0.39 and RV1 is self-decodable for R <= ~0.26.
Given the performance and self-decodability results, we propose the following
Proposal 1: Allow implicit RV order to be configurable given trade-offs in self-decodability and coding gain after retransmission.
[bookmark: _GoBack]Proposal 2: Given the performance loss at higher rates, the maximum decodable code rate should be less than or equal to 15/16.
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