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Introduction
[bookmark: _Ref178064866]3GPP has as part of the New Study Item on Self Evaluation towards IMT-2020 Submission [1] agreed to “Provide self evaluation results against technical performance requirements for mMTC as per defined in Report ITU-R M.[IMT-2020. TECH PERF REQ]  [RAN1, RAN2], including Connection density”.
A submission time plan has also been agreed [2] where the 3GPP meetings for submission of description and compliance templates according to report IMT-2020.SUBMISSION [3] are set. Part of the compliance template is the Compliance template for technical performance which for mMTC contains the minimum technical performance requirement item Connection density. To fulfil this requirement 3GPP must show that at least one of the candidate Radio Interface Technologies (RITs) included in the Set of Radio Interface Technologies (SRITs) submitted to ITU‑R supports a connection density of 1 000 000 devices per km2. The evaluation is to be performed in accordance to test environment Urban Macro-mMTC as described in report IMT-2020.EVAL [4].
In this contribution, we present initial results on Connection Density for LTE Bandwidth reduced Low complexity (BL) UEs operating in Coverage Enhanced (CE) modes A and B, hereafter referred to as LTE-M operation, and NB-IoT operating in standalone mode. It is shown that both technologies have the potential to meet the IMT-2020 requirement and be part of the 3GPP submission to ITU-R.
The contribution also introduces the Connection density requirement definition including the allowed system simulation procedures and some of the most relevant simulation assumptions defining the test environment Urban Macro-mMTC.
Finally, the contribution outlines the remaining work that is needed to produce the final input on IMT-2020 Connection density to RAN#81.
Introduction to the Connection density requirement
Requirement definition
The connection density requirement requires a RIT to provide service with certain QoS to 1 000 000 devices per km2 at a grade of service of 99 percent. Service is considered provided when a message latency of less than 10 seconds is supported for a user attempting to send an uplink data packet of 32 bytes defined at layer 2. Besides the supported connection density, it is encouraged to report the connection efficiency which is defined as the connection density normalized by the required system bandwidth.
The connection density requirement requires 99% grade of service where acceptable quality of service is defined by a message latency of 10 seconds or less.
System simulation procedures 
Report IMT-2020.EVAL [4] outlines two system simulator procedures for evaluating connection density. The first is a non-full buffer system level simulation that requires a state of the art system simulator to perform the evaluations. In this paper, we have followed this setup. The second approach is for a full buffer system simulation that allows input based on a more rudimentary system simulator combined with post processing supported by link level simulations. Both approaches have their merits and we expect to provide input to the self-evaluations using both setups.
Test environment 
Report IMT-2020.EVAL specifies the test environment to be used in the evaluations according to Table 1 below. The simulations presented in this contribution where to a large extent following this set of assumptions. More detailed simulation assumptions are outlined in section 2.4.
[bookmark: _Ref494315436]Table 1: Urban Macro-mMTC test environment definition [4].
	Parameters
	Urban Macro–mMTC

	
	Connection Density Evaluation

	
	Configuration A
	Configuration B

	Carrier frequency for evaluation
	700 MHz
	700 MHz

	BS antenna height
	25 m
	25 m

	Total transmit power per TRxP
	49 dBm for 20 MHz bandwidth
46 dBm for 10 MHz bandwidth
	49 dBm for 20 MHz bandwidth
46 dBm for 10 MHz bandwidth

	UE power class
	23 dBm
	23 dBm

	[bookmark: _Hlk494314644]Percentage of high loss and low loss building type (Note 1)
	20% high loss, 80% low loss
	20% high loss, 80% low loss

	Inter-site distance
	500 m
	1732 m

	Number of antenna elements per TRxP
	Up to 64 Tx/Rx
	Up to 64 Tx/Rx

	Number of UE antenna elements
	Up to 2 Tx 
Up to 2 Rx
	Up to 2 Tx 
Up to 2 Rx

	Device deployment
	80% indoor, 20% outdoor
	80% indoor, 20% outdoor

	UE mobility model
	Fixed and identical speed |v| of all UEs of the same mobility class, randomly and uniformly distributed direction.
	Fixed and identical speed |v| of all UEs of the same mobility class, randomly and uniformly distributed direction.

	UE speeds of interest
	3 km/h for indoor and outdoor
	3 km/h for indoor and outdoor

	Inter-site interference modelling
	Explicitly modelled
	Explicitly modelled

	BS noise figure
	5 dB
	5 dB

	UE noise figure
	7 dB 
	7 dB

	BS antenna element gain
	8 dBi
	8 dBi

	UE antenna element gain
	0 dBi
	0 dBi

	Thermal noise level
	-174 dBm/Hz
	-174 dBm/Hz

	Traffic model
	With layer 2 PDU(Protocol Data Unit) message size of 32 bytes:
1 message/day/device 
or 
1 message/2 hours/device
Packet arrival follows Poisson arrival process for non-full buffer system level simulation
	With layer 2 PDU(Protocol Data Unit) message size of 32 bytes:
1 message/day/device 
or 
1 message/2 hours/device
Packet arrival follows Poisson arrival process for non-full buffer system level simulation

	Simulation bandwidth
	Up to 10 MHz 
	Up to 50 MHz

	UE density
	· Not applicable for non-full buffer system level simulation as evaluation methodology of connection density 
· For full buffer system level simulation followed by link level simulation,10 UEs per TRxP for SINR CDF distribution derivation
	· Not applicable for non-full buffer system level simulation as evaluation methodology of connection density 
· For full buffer system level simulation followed by link level simulation,10 UEs per TRxP for SINR CDF distribution derivation

	UE antenna height
	1.5m 
	1.5 m

	Channel models
	UMa_A, UMa_B
	UMa_A, UMa_B



The coupling gain for the different configurations and channel models was recorded by the simulator and are shown in  Figure 1 below. These include antenna gains, UMa_A and UMa_B channel models and outdoor to indoor losses. Other companies intending to participate in the self-evaluations are encouraged to calibrate their simulator environment towards these coupling gain curves. 
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[bookmark: _Ref494212061]Figure 1: Coupling gain distribution for test environment Urban Macro mMTC.
The coupling gain distribution presented in Figure 1 can be used to calibrate system simulators across companies providing input to the connection density evaluations.
[bookmark: _Ref494454610]Simulation configuration
In Table 2 the simulation parameters are summarized. Worth to mention is that:
· The simulator was configured in accordance with Configuration B which due to its large ISD is considered more challenging than Configuration A. Results for Configuration will be provided later.
· For both LTE-M and NB-IoT the downlink transmit power corresponds to a power density of 40W per 10 MHz, i.e. 0.8W per PRB.
[bookmark: _Ref494630826]Table 2: Simulation configuration.
	Parameters
	LTE-M
	NB-IoT

	Downlink transmit power
	4.8W
	0.8W

	Simulated bandwidth
	1.08 MHz
	180 kHz

	System layout
	7 sites, 3 sectors per site

	Base station antenna configuration
	2 Rx/Tx

	Channel estimation
	Ideal

	Sync/broadcast overhead
	Not included

	PRACH model
	Only fails due to collisions

	PRACH overhead
	Included

	Packet drop timer
	20 seconds

	Signaling reduction procedure
	CIoT UP Optimization (RRC Resume)

	RLC mode
	Acknowledged

	Mode of operation
	N/A
	Inband, non-anchor



Connection density evaluation
LTE-M performance
An LTE-M system with one narrowband was simulated. PRACH is configured to occupy every 10th subframe and fully overlap the PRBs of the simulated narrowband. The achieved latency is presented in Figure 2 where it is seen an arrival intensity of 37 users per second and cell is supported at the 99th percentile for Configuration B with the channel model UMa B. Given the assumed cell size and traffic model (1 message/2 hours/device) this arrival intensity can be translated into 308 000 supported devices per km2. Table 3 and Table 4 tabulates some of the more interesting results, and makes it clear that LTE-M has the potential to meet the connection density requirement. 
LTE-M has the potential to fulfil the IMT-2020 Connection Density requirement.
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[bookmark: _Ref494316458]Figure 2: LTE-M service latency at the 99th percentile.
[bookmark: _Ref474705111]Table 3: LTE-M connection density.
	Requirement
	

	Connection density @ 99 percent grade of service
	308 000 devices per km2 and narrowband

	Bandwidth to support 1 000 000 devices per km2
	4.32 MHz (4 narrowbands)

	Connection efficiency
	0.29 devices/Hz and km2



[bookmark: _Ref474784560]Table 4: LTE-M service latency at 1 000 0000 devices/km2.
	Percentile
	Latency

	50th percentile
	0.19 s

	90th percentile
	0.73 s

	99th percentile
	10.0 s



Note that the above latencies are provided while supporting 1.23M (308000 * 4) devices. 

NB-IoT performance
A 180 kHz NB-IoT system was simulated. The achieved latency is presented in Figure 3 where it is seen that the arrival intensity of 7.56 users per second and cell is supported at the 99th percentile for Configuration B with the channel model UMa B. Given the assumed cell size and traffic model (1 message/2 hours/device) this arrival intensity can be translated into 63 000 supported devices per km2. Table 5 and Table 6 tabulates some of the more interesting results, and make it clear that also NB-IoT has the potential to meet the connection density requirement. 
NB-IoT has the potential to fulfil the IMT-2020 Connection Density requirement.
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[bookmark: _Ref494316803]Figure 3: NB-IoT service latency at the 99th percentile.
[bookmark: _Ref494316865]Table 5: NB-IoT connection density.
	Requirement
	

	Connection density @ 99 percent grade of service
	63 000 devices per km2 and PRB

	Bandwidth to support 1 000 000 devices per km2
	3 MHz (16 carriers)

	Connection efficiency
	0.35 devices/Hz and km2



[bookmark: _Ref494316867]Table 6: NB-IoT non-anchor service latency at 1 000 0000 devices/km2.
	Percentile
	Latency

	50th percentile
	0.49 s

	90th percentile
	1.72 s

	99th percentile
	10.0 s



Further work
There are a few aspects of the simulation than needs some further work to fully align with the IMT-2020 requirements. These are listed below.
· A simplistic PRACH model that only considers collisions and not missed detection due to low SINR has been used.
· Ideal channel estimation has been used for both PUSCH and PDSCH in case of LTE-M and NPUSCH and NPDSCH in case of NB-IoT. Due to the uplink heavy nature of the traffic considered in the IMT-2020 requirement, a more realistic channel estimation model for PUSCH and NPUSCH is considered more important than PDSCH and NPDSCH.
· Turbo code used also for NB-IoT NPDSCH. This should be changed to use TBCC. However, we believe for small TBS, the difference is small.
· Some more tuning of configurations should be done for both LTE-M and NB-IoT. Examples of such tuning are PRACH configurations, power control targets and scheduling strategy.
Conclusions
In this contribution, we have discussed the IMT-2020 connection density requirement and provided preliminary input to the 3GPP Study Item on Self Evaluation towards IMT-2020 Submission. It has been shown that both LTE-M and NB-IoT has the potential to fulfil the IMT-2020 connection density requirement.  Given the above mentioned simulator configuration, LTE-M meets the connection density target using a bandwidth of 5 MHz, and NB-IoT achieves the same for a system bandwidth of 3 MHz.
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Configuration B, Urban Macro A (9.01)

Configuration B, Urban Macro B (7.56)
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Configuration A, Urban Macro A
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Configuration B, Urban Macro A (38.36)

Configuration B, Urban Macro B (36.99)


