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1. Introduction
At the 3GPP TSG RAN1 NR #AH3 meeting, the following agreement and working assumption about BG2 segmentation has been achieved [1]:
Agreement: 
· Rinit value to be used in the Working Assumption from RAN1#90 is 
· 0.25
Working Assumption from RAN1#90, to be checked after finalisation of the TBS table and confirmed if TBSs exist for which the following is meaningfully beneficial and does not cause meaningful degradation: 
· For initial transmissions with code rate Rinit > 1/4, BG2 is not used when TBS>3824 
· If the FFS on UE capabilities w.r.t. support of both BGs is resolved such that it is possible that a UE does not support BG1, then the above bullet only applies if the UE supports BG1. 
· BG2 is used for initial transmissions with code rate Rinit <= ¼ for all TBS supported at that code rate
· For BG2 with TBSs larger than 3824, the TB is segmented into CBs no larger than 3840
And，a new working assumption about BG determination has been achieved [1]:
Working Assumption:
· Use base graph #1 for combinations of block lengths K>308 and code rates (as defined in previous email discussion) R>2/3.
· Base graph #2 may be used for block lengths K≤308 and code rates R>2/3, but the scheduler should take into account that no base graph is optimized for this region of K and R and therefore allow extra link adaptation margin.
To be confirmed at RAN1#90bis. 
The highest code rate for each BG was discussed as well and the conclusion is as the following: 
Conclusion:
· FFS until RAN1#90bis what is the highest code rate supportable by each BG with acceptable performance. 
In this contribution, the remaining issues of BG2 segmentation, BG determination and the highest code rate supported by BG1 are discussed. 
2. BG2 Segmentation
According to [2] and [3], some performance gain is observed for block segmentation with BG2 compared with BG1 at low code rate (such as ≤1/4). And Rinit value of 0.25 for working assumption was agreed. In this section, the performance is confirmed with the simulation assumptions in Table 1. There are two cases for simulation: Case 1 corresponds to 1 layer (MIMO) with 272 PRBs, and Case 2 corresponds to 4 layers (MIMO) with 272 PRBs. 
Table 1 Simulation assumptions
	Channel
	AWGN

	Modulation
	QPSK

	TBS(Code rate)
	Case 1: 8392(0.1172), 10952(0.1529), 13512(0.1885), 17544(0.2447);
Case 2: 33640(0.1172), 43896(0.1529), 54128(0.1885), 70248(0.2447)

	Decoding algorithm
	flooding BP, Max iteration =50
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Figure 1	Performance comparison between BG1 segmentation and BG2 segmentation
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Figure 2	Performance comparison between BG1 segmentation and BG2 segmentation
Observation 1: For code rate less than 1/4, BG2 segmentation outperforms BG1 segmentation. 
3. BG Determination
According to the working assumption for short block length in RAN1 #AH3 meeting: 
· Use base graph #1 for combinations of block lengths K>308 and code rates (as defined in previous email discussion) R>2/3.
· Base graph #2 may be used for block lengths K≤308 and code rates R>2/3, but the scheduler should take into account that no base graph is optimized for this region of K and R and therefore allow extra link adaptation margin.
The performance is confirmed as shown in Figure 3 and Figure 4 with simulation assumptions in Table 2. 
Table 2 Simulation assumptions
	Channel
	AWGN

	Modulation
	QPSK

	TBS
	40:8:504

	Code rate
	3/4, 5/6

	Decoding algorithm
	flooding BP, Max iteration =50
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Figure 3	Performance comparison for QPSK between BG1 and BG2 for BLER=1E-4
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Figure 4	Performance comparison for QPSK between BG1 and BG2 for BLER=1E-2
Observation 2: K ≤308: BG2 outperform BG1; K >308: BG1 outperform BG2.  
4. Highest code rate for BG1
In this section, the performance of highest code rate for BG1 is checked. When the code rate is less than 22/24=0.9167 (code rate of kernel or core matrix), the puncturing order of backward first is used. In Figure 5 to Figure 7, it is shown that the process of optimized high code rates such as 0.9362, 0.9565 and 0.9778. For code rate of 0.9362, 0.5Z parity bits are punctured in kernel (core) matrix, and for code rate of 0.9565, 1Z parity bits are punctured in kernel (core) matrix, and 1.5Z parity bits are punctured for 0.9778. Each 0.5Z punctured bits located at {22Z~22.5Z}, {22.5Z~23Z}, {23Z~23.5Z}, {23.5Z~24Z}, {24Z~24.5Z}, {24.5Z~25Z}, {25Z~25.5Z} and {25.5Z~26Z}. Note that since some TBSs for code rate of 0.9778 cannot be decoded, we evaluate code rate of 0.97 instead of 0.9778 .
The performances comparison for different punctured bits for code rate of 0.9362 are shown in Figure 5, and it is observed that punctured bits location at the 26th column (25.5Z~26Z) performs best. As shown in Figure 6, punctured bits location at the 26th column (25Z~25.5Z) also performs best for code rate of 0.9565. It is observed in Figure 7 that punctured bits location at the 25th column (24.5Z~25Z) performs best for code rate of 0.97. 
Observation 3: For high code rates larger than 8/9, punctured order of backward performs well. 
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Figure 5	Performance for BG1 of code rate 0.9362
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Figure 6	Performance for BG1 of code rate 0.9565
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Figure 7	Performance for BG1 of code rate 0.97
Based on the puncturing method for achieving higher code rate discussed above, the required SNRdB for each BLER level (0.1, 0.01, 0.001, 0.0001) is shown in Figure 8 with simulation assumptions in Table 3. 
Table 3 Simulation assumptions
	Channel
	AWGN

	Modulation
	QPSK

	TBS
	512, 528:16:1024, 1056:32:2048, 2112:64:6144, 6272:128:8448

	Code rate
	0.93, 0.9565, 0.97

	Decoding algorithm
	flooding BP, Max iteration =50
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Figure 8	Performance for BG1 of higher code rates
Observation 4: Robust performance for R=0.93 and 0.9565 is observed, and performance for R=0.97 fluctuates. 
Proposal 1:  The highest code rate supported is Rmax = 0.9565 for NR.
5. Conclusion
Based on above performance evaluations, we have the following observations and proposal:
Observation 1: for code rate less than 1/4, BG2 segmentation outperforms BG1 segmentation 
[bookmark: _GoBack]Observation 2: K ≤308: BG2 outperform BG1; K >308: BG1 outperform BG2.  
Observation 3: For high code rate (larger than 8/9), punctured order of backward performs well. 
Observation 4: Robust performance for R=0.93 and 0.9565 is observed, and performance for R=0.97 fluctuates. 
Proposal 1:  The highest code rate supported is Rmax = 0.9565 for NR.
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