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In the last RAN1 NR-Adhoc meeting, there were agreements on RV starting positions and bit-interleaver as follows [1].
	Agreement: (as a good compromise considering self-decodability, performance and complexity)
When LBRM is not applied, fix RVs {0,1,2,3} at {0,17,33,56} x Z for BG1 and {0,13,25,43} x Z for BG2
Agreement: 
For the per-codeblock bit-interleaver for LDPC: 
· Row-column interleaver with number of rows equal to the modulation order is adopted, with row-wise write and column-wise read. 
· Note that this achieves Systematic Bit Priority Ordering for RV0
· The number of coded bits in a code block is an integer multiple of the modulation order.
Conclusions: 
FFS until RAN1#90bis, and take decisions then: 
· Whether mapping order of bits to modulation symbols is reversed in retransmissions, subject to defining how to avoid ambiguity, e.g. by using the natural order for the first transmission of RV0, and the reverse order for retransmissions of RV0 (as indicated by NDI)



The above agreements may have impact on the performance of bit-reverse mapping, because different RV indices have different RV starting positions and bits near a RV starting position are prioritized when they are mapped to symbols after bit-interleaver. Thus, in this contribution, we discuss the performance and signaling overhead of bit reverse mapping of LDPC codes with bit-interleaver in [1].

Discussion 
Bit reverse mapping can get performance gain by changing the bit mapping order of QAM symbol for each transmission. For example, assuming 16QAM modulation, bit mapping order of (i1, q1, i2, q2) in the first transmission may be changed into that of (q2, i2, q1, i1) in the second transmission. We evaluate the performance of bit reverse mapping under the assumptions in Table 1. 
Table 1. Evaluation assumptions
	Channel
	AWGN

	Code Block Size
	Mainly focus on 1024

	Modulation
	16QAM, 64QAM, 256QAM

	Code rate
	2/5, 2/3, 8/9

	LDPC base graph
	Base graph #1 and #2

	Redundancy version
	BG1:{0,17,33,56} x Z 
BG2: {0,13,25,43} x Z

	# of transmission instance
	2

	Interleaver
	Row-column interleaver [1]

	Decoding algorithm
	Sum-product algorithm with flooding

	# of iterations
	50



Figure 1~3 show the BLERs with/without bit reverse mapping when information bit size is 1024. In those figures, RVxy denotes that RVx and RVy are used for the first and second transmissions, respectively. Figure 1 shows the BLERs when 256 QAM and 8/9 code rate are used. RV02 with/without bit reverse mapping has the best performance. RV03 outperforms RV00 with bit reverse mapping although RV00 with bit reverse mapping has 3.6dB gain compared to RV00 without bit reverse mapping. Figure 2 shows the BLERs when 64QAM and 1/2 code rate are used. RV01 with bit reverse mapping and RV02 have the best performance. RV00 with bit reverse mapping has 0.2dB gain compared to RV03 and 2.4dB gain compared to RV00 without bit reverse mapping. Figure 3 shows the BLERs when 16QAM and 2/5 code rate are used. RV02 has the best performance. RV00 with bit reverse mapping has 0.3dB gain compared to RV03 and 1.23dB gain compared to RV00 without bit reverse mapping.
In summary, the simulation results show that RV00 with bit reverse mapping has at most 3.6dB gain compared to RV00 without bit reverse mapping when code rate is high. However, the BLER of RV03 is better than that of RV00 with bit reverse mapping when code rate is high and slightly worse than that of RV00 with bit reverse mapping when code rate is low. Also, RV02 always outperforms RV00 with bit reverse mapping due to IR gain.
Observation 1: Bit reverse mapping gain depends on code rate. For high code rate, retransmission by RV3 outperforms retransmission by RV0 with bit reverse mapping. For low code rate, retransmission by RV0 with bit reverse mapping outperforms retransmission by RV3. 
Observation 2: IR gain is greater than bit reverse mapping gain when row-column interleaver is employed.
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Figure 1. BLER with/without bit reverse mapping: 256QAM and 8/9 code rate.
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Figure 2. BLER with/without bit reverse mapping: 64QAM and 1/2 code rate
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Figure 3. BLER with/without bit reverse mapping: 64QAM and 1/2 code rate
To make concrete our observations, we evaluated the BLERs with/without bit reverse mapping for various information sizes. Figure 4 shows the required SNR to achieve the target BLER of 0.01 when 256QAM and 8/9 code rate are used. The evaluation result shows that performance gaps among different RV settings are maintained although information bit size is changed. Thus, the above observations may be adopted for different information sizes.
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Figure 4. Required SNR for various information bit sizes when target BLER=0.01: 256QAM and 8/9 code rate

According to the CQI table in the 3GPP LTE specification [2], the higher order modulation (e.g., 16QAM, 64QAM, and 256QAM) will operate for code rate as follows: above 0.37, 0.46, and 0.69 for 16QAM, 64QAM, and 256QAM, respectively. Considering operating code rate of higher order modulation, the bit reverse mapping gain is very limited.
Table 2. 4-bit CQI Table 2
	CQI index
	modulation
	code rate x 1024
	efficiency

	0
	out of range

	1
	QPSK 
	78 
	0.1523 

	2
	QPSK 
	193 
	0.3770 

	3
	QPSK 
	449 
	0.8770 

	4
	16QAM 
	378 
	1.4766 

	5
	16QAM 
	490 
	1.9141 

	6
	16QAM 
	616 
	2.4063 

	7
	64QAM 
	466 
	2.7305 

	8
	64QAM 
	567 
	3.3223 

	9
	64QAM 
	666 
	3.9023 

	10
	64QAM 
	772 
	4.5234 

	11
	64QAM 
	873 
	5.1152 

	12
	256QAM 
	711 
	5.5547 

	13
	256QAM 
	797 
	6.2266

	14
	256QAM 
	885 
	6.9141

	15
	256QAM 
	948 
	7.4063 


 
In addition, bit reverse mapping needs additional signalling to handle control channel error cases [3]. Retransmission by RV0 with bit reverse mapping would be beneficial to improve self decodability but retransmission by RV3 also can be used to improve self decodability without need of additional signalling. Thus, it is unnecessary to employ bit reverse mapping.
Proposal 1: Bit reverse mapping should not be adopted for NR.

Conclusions
We have following observations and proposals in this contribution,
Observation 1: Bit reverse mapping gain depends on code rate. For high code rate, retransmission by RV3 outperforms retransmission by RV0 with bit reverse mapping. For low code rate, retransmission by RV0 with bit reverse mapping outperforms retransmission by RV3. 
Observation 2: IR gain is greater than bit reverse gain when row-column interleaver is employed.
Proposal 1: Bit reverse mapping should not be adopted for NR.
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