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1 Introduction

The contribution discusses the HARQ processing time, the HARQ process number, the signaling design for HARQ timing indication, the principles of HARQ-ACK multiplexing and HARQ-ACK bundling. 
The following definitions will be used in this document:
· For slot-based scheduling, 

· DL data reception in slot N and corresponding acknowledgment in slot N+K1

· UL assignment in slot N and corresponding uplink data transmission in slot N+K2

· UL ACK/NACK reception in slot N and corresponding retransmission  of data (PDSCH) on DL in slot N+K3
· UL data reception in slot N and corresponding acknowledgment in slot N+K4 
2 HARQ processing time

Low latency is one of the most importance features that NR is targeting for. This in principle can be achieved by reducing the overall HARQ RTT. However keeping eMBB KPI in mind, NR should at least meet the peak data rate requirement, on top of which the low latency can be achieved for some UEs/services requiring low latency based on the processing time of NW/UE and slot type. Otherwise, a UE is not expected transmit anything in uplink if the network set the values of K1 and/or K2 without leaving sufficient time for UE processing, as agreed in RAN1 NRAH#2. 
Thus, as well understood, the UE processing capability is one type of the reference information for gNB making proper scheduling decision. The gNB will schedule the actual HARQ feedback or the UL grant also based on many factors in addition to UE capabilities, including the SFI deviated from the deployment scenarios, the traffic QoS requirement and the total available resources. 

For example, the length of guard period for between UL and DL is independent on the UE processing time. It mainly depends on physical factors, including ON-OFF transient time, OFF-ON transient time, deployment scenario, operation band, gNB to gNB synchronization error, gNB transmission power and so on. The SCS also has some effect on the period since the gap will be defined in time unit of OFDM symbol 
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Figure 1. two frame structures with same GP and different processing time margin 
Another example is to operate self-contained HARQ with different UE capabilities reported from Sources A~C in their preliminary evaluations. For sub-6GHz and 15kHz SCS, take the GPs in LTE as the starting point. The possible values of GP are 1, 2, 3, 4, 9 and 10 OSs for SCS 15kHz. UEs may finish the DL reception operation if the guard period is large. In addition, to give more processing time for UE, the RS-type signaling can append to the end of DL part and the beginning of UL part. For example, the last two symbols of DL part can be CSI-RS. The first one symbol of UL part is SRS. Then additional 3OS can be used for UE processing time. An example of frame structures is shown in Figure 1.  Within this example, the following table shows that whether or not the UE can support self-contained operation under different deployment scenarios according to the processing time provided by three companies for SCS 15kHz.  

Table 1. UE capabilities on self-contained operation for different GPs (SCS=15 kHz)
	GP in OS
	1 
	2 
	3 
	4
	9,10

	Source 
	N1
	FS1
	FS2
	FS1
	FS2
	FS1
	FS2
	FS1
	FS2
	FS1

	A[1]
	2.5
	No
	Yes
	No
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	B[2]
	4
	No
	Yes
	No
	Yes
	No
	Yes
	Yes
	Yes
	Yes

	C[3]
	8
	No
	No
	No
	No
	No
	No
	No
	No
	Yes


Observation 1: For slot-based scheduling, self-contained operation may be achieved by each UE vendor under some respective configurations, while may not be achieved by either UE vendor under some other configurations. 

The exactly UE processing time depends on many factors, as also shown in the above where at least three different values are provided by three vendors respectively. From NR feature point of view, regardless the exact processing time of UEs is 2.5, 4 or 8 OSs, all UEs together with respective configurations can meet the same peak data rate as one of the main KPIs of NR requirements. From UE chipset point of view, each vendor strives to lower the processing latency of its product, which turns out to be a contiguously evolving NR standard while keeps 3GPP a competitive organization. In summary, we should be careful so as to define the UE category with different UE capabilities, leaving each UE vendor sufficient implementation room. We should not define NR as a private standard by specifying the UE processing time without considering the majority vendors preference. 
Proposal 1:  A UE category is defined for certain peak data rate, corresponding to different UE processing time capabilities.
Proposal 2:  The UE processing time in NR standard should be defined taken majority UE vendors preference into account.
The following options can be considered when to define the capabilities,

· Option 1:  the middle values from all companies

· Option 2: the maximum values from all companies

· Option 3: the minimum values from all companies with additional range 

The final result of option 1 and option 3 may be same. So we give our final proposals for recommended (N1, N2) if RAN1 really need to provide the values in the standard rather than let UE report the actual values. 

Proposal 3:  The following table is recommended for UE processing time for NR slot-based scheduling. 
Table 2. UE processing time for slot-based scheduling in Rel-15
	DMRS for CE
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	6
	8

	Front-loaded + additional DMRS
	N1
	Symbols
	15
	16

	Frequency First
	N2
	Symbols
	6
	8


In addition, in last meeting, RAN1 considered using the values table 5 of R1-176865[4] as the starting point at least for some UEs. We think these values are questionable and not proper as baseline for further discussion. See Annex of this paper for more information.  
Actually, the processing time is willing to be changed with many factors. For example, we don’t consider the PUCCH/PUSCH multiplexing in the evaluation. So the values in Table 5, no matter what they are, are only reference information to help scheduling. Based on previous agreement, UE is not expected transmit anything in uplink if the network set the values of K1 and/or K2 without leaving sufficient time for UE processing.

3  HARQ process number 

RAN1 has agreed that the maximum number of HARQ processes per carrier supported in NR is 8 or 16. For continuous DL transmission with peak DL data rate, the minimum number of DL HARQ process is 
[image: image2.wmf])

/

2

(

3

1

,

,

min,

DL

TTI

d

DL

HARQ

T

T

floor

K

K

N

×

+

+

=

, where 
[image: image3.wmf]d

T

 is transmission delay. For contiguous UL transmission with peak UL data rate, the minimum number of UL HARQ processes is
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 are the timing parameters used in the relevant agreements, and 
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 is the timing between HARQ-ACK feedback for PUSCH and UL grant for retransmission. The processing time can be categorized to the part in proportional to the length of an OFDM symbol, such as FFT/demodulation/decoding etc. and the part independent of OFDM symbol length, such as L1/L2 interaction time, BD time, etc. So larger SCS (shorter TTTI) and longer 
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will consume more HARQ processes than smaller SCS and short 
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For example, for SCS 120kHz, the K3 may be greater than 8; when
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=200s, the timing advanced itself may need additional at least 3 HARQ processes for continuous transmission. 
In addition, the slot format configuration needs to be considered when defining the number of HARQ processes. In LTE, up to 15 HARQ processes are defined to address all TDD subframe configurations. In NR, this is not yet clear. Some configurations may need more HARQ processes. As per the agreements, NR should support at least 16 to address this issue. 
Documents [5][6]

 REF _Ref484806244 \r \h 
 \* MERGEFORMAT [7] have shown some the scenarios that the number of HARQ processes needs to be greater than 8. For example, based the assumptions in [5], the minimum number of HARQ process for peak data rate will be 11 for TTI length 0.125ms when
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=200s. In [6], the number of DL HARQ process is 13 for SCS 30kHz. In [7], the maximum number of HARQ processes can be 14 for very short TTI length as 0.25ms even for short UE/gNB processing time. 
NR has agreed to support multiple bandwidth parts operation. Based on our analysis above and analysis in[5], the maximum number of HARQ processes itself has no impact on defining UE category. The maximum number of HARQ processes will only affect on the DCI size. Since the CORESET is defined per bandwidth parts, the number of HARQ processes can be defined per bandwidth part too. 
Based on these observations, we make the following proposals:
Proposal 4: The maximum number of DL HARQ processes per bandwidth part per carrier is 16 in NR. 
Proposal 5: The maximum number of UL HARQ processes per bandwidth part per carrier is 16 in NR. 
The required number of HARQ processes may vary with the numerologies and deployment scenarios. The network can decide the suitable number of HARQ processes based on all information, including UE HARQ processing capability, numerology and network deployment. The actual number of HARQ processes is up to gNB scheduling and thus included in DCI contents. To reduce the DCI overhead, the gNB can semi-statically configure UE a smaller number of HARQ processes than 16 per bandwidth part. RAN1 has agreed that maximum number of HARQ processes for unicast PDSCH is configured per cell for a UE in last meeting. 
4 HARQ timing indication 
Regarding K1 and K2, one main motivation for flexible HARQ timing is different UE capabilities. For a UE with higher processing capability, shorter values for HARQ timing will be configured. On the other hand, for a UE with lower processing capability, more processing time is needed and accordingly longer HARQ timing values will be configured. Therefore, the configured timing values should take UE capability into account, i.e., no less than the minimum timing value reported by UE. The minimum values of K1 and K2 may be different under various subcarrier spacing and TTI duration configurations. Since a UE can support multiple numerologies in one carrier, it is better to configure the sets of HARQ-ACK timing values separately for different numerologies from the perspective of DCI cost. For instance, assuming minimum K1=2 for 15kHz SCS, we can configure a set of 2 values {2, 3}; assuming minimum K1=4 for 60kHz SCS, we can configure a set of 2 values {4, 6}. Then just 1 bit is needed for K1 field in DCI. If a single set of four values were used, a 2-bit field for K1 would be needed.
Proposal 6: Sets of HARQ timing values (at least include K1 and K2) are separately configured for different subcarriers spaces and/or data transmission durations. 
In order to keep a low signaling overhead, the size of timing indication field should be minimized (e.g. 1~2 bits). Accordingly, the number of values within one set should be limited. To reduce the signaling overhead further, this field can be removed when the dynamic timing indication field is not necessary. However, the side effect will be extra indication or the increase of blind decodings for the existence of the HARQ timing indication field. As a result, this field should be always present. When the set of values for HARQ timing has not been configured or is reconfigured by higher layer, there is a period of time during which the set of values is unknown to UEs or the set of values is not the same from the gNB side and from the UE side. In this case, when the HARQ timing indication field exists in DCI, it will indicate nothing or indicate an unexpected HARQ timing from the gNB perspective (i.e. an ambiguity problem). Therefore, a default value of HARQ timing should be predefined or configured by system information to solve these problems. If the HARQ timing indication field is always present, the default value should be mapped to one of values. For example, if the HARQ timing indication field contains two bits, the value {‘00’} could be mapped to indicate the default value of HARQ timing. 
Proposal 7: The size of fields for K0, K1 and K2 indication by DCI should be minimized (e.g., 1~2bits) and this field should always present. 
· A default value can be configured by system information or predefined, and the default value is mapped to one of the values which are indicated by the HARQ timing indication field. 
5 HARQ-ACK multiplexing
In the RAN1#88bis meeting, support of HARQ-ACK multiplexing for multiple PDSCHs of one or more carriers was agreed. For the case of CBG-based re-transmission, HARQ-ACK multiplexing should also be supported. The motivation CBG-based re-transmission is improving spectrum efficiency for large TB or URLLC preemption case. The spectrum efficiency gain and necessity still holds when configured with one or more carriers or scheduled with multiple PDSCHs. Therefore, HARQ-ACK multiplexing for multiple PDSCHs with multiple CBGs of one or more carriers should be supported, especially when the total number of HARQ-ACK feedback bit does not exceed the upper limit of UCI payload. Besides, NR should strive for common mechanisms for HARQ-ACK multiplexing for all kinds of cases, such as TB-based and CBG-based HARQ operations, single-PDSCH and multiple-PDSCH operations and single-carrier and multiple-carrier operations.
Proposal 8: The HARQ-ACK multiplexing within a UCI should support the following cases:

· CBG(s) in TB

· TB(s)/codeword(s) within a PDSCH

· TB(s)/CBG(s) of different PDSCHs in time domain including slot and mini-slot

· TB(s)/CBG(s) in multiple component carriers
In LTE, dynamic and semi-static HARQ-ACK codebook adaptations are supported for HARQ-ACK multiplexing. Semi-static HARQ-ACK codebook can be used because the DL/UL configuration and HARQ timing are fixed for each TDD configuration. Comparing to semi-static HARQ-ACK codebook, dynamic HARQ-ACK codebook adaptation can reduce the unnecessary HARQ-ACK feedback. Especially, a DAI mechanism is used to help UEs to discover PDCCH(s) missed detections with sufficient reliability. 
In NR, CBG-based (re)transmission and HARQ-ACK feedback can be configured by RRC to improve the spectrum efficiency. However, the number of CBG(s) of a TB may vary since TBS (MCS and number of scheduled PRBs) changes dynamically. To avoid misunderstanding on HARQ-ACK codebook size between gNB and UE due to DTX, the number of HARQ ACK bits for a TB can be equal to a value configured by higher layer signaling. Based on this assumption, DAI mechanism (counter DAI and total DAI is signaled/derived per PUCCH cell group) in LTE/LTE-A can work well, thus can be considered as a starting point. 
Proposal 9: For HARQ-ACK multiplexing across multiple PDSCHs, the number of CBG HARQ-ACK bits for a TB can be equal to a value configured by RRC signaling.

Proposal 10: For dynamic HARQ-ACK codebook determination, the DAI mechanism in LTE/LTE-A can be considered as a starting point.

· The codebook size  is decided by counter-DAI and total-DAI  value signalled in DL assignment DCI 

· Counter-DAI and total-DAI values are derived per PUCCH cell group for CA case.

6 HARQ-ACK bundling
HARQ-ACK bundling with binary “AND” operation of multiple HARQ-ACK bits can reduce the number of feedback bit for UEs. It is an efficient way to improve the coverage and capacity of UL control, especially for cell-edge UEs.

One disadvantage of HARQ-ACK bundling is the spectrum efficiency loss in case that the result of “AND” operation is NACK and all the data packets need to be retransmitted even if only 1 HARQ-ACK bit is NACK. Therefore, when HARQ-ACK bundling is discussed, correlation of the data packet or channel quality should be the main motivation, i.e., bundling across data which suffers channel of high correlation is a better choice.
Multiple HARQ-ACK bits within a UCI can come from

· Multiple CBGs of a TB
· Multiple TBs/codewords within a PDSCH

· Multiple TBs of different PDSCHs in time domain

Accordingly, there are following HARQ-ACK bundling modes.
1) Bundling of HARQ-ACK across CBGs of a TB
Although multiple bit feedback per TB was agreed, obviously, bundling of HARQ-ACK across CBGs should be supported in NR. Firstly, bundling of HARQ-ACK across CBGs is equivalent to TB level feedback (1bit per TB), which is a baseline and has been agreed. Secondly, correlation of channel quality each CBG suffers is high since they are within a same TTI and same bandwidth except for the case with URLLC preemption. Note that “Bundling of HARQ-ACK across CBGs of a TB” is equivalent to existing TB-level feedback is supported in NR. Thus, “Bundling of HARQ-ACK across CBGs of a TB” means dynamic switching from CBG-based feedback to TB-based feedback.
2) Bundling of HARQ-ACK across multiple TBs/codewords within a PDSCH
Current agreement states that NR would support 1 codeword up to 4 layers, and 2 codewords for the case above 4 layers. This implies that UEs are able to transmit 2 codewords with MIMO simultaneously. Although the channel quality of different layers maybe different, from the perspective of UCI payload limitation (e.g., 1 or 2 bits for format 1 or 20 bits for format 3 of LTE case) or coverage consideration, spatial bundling of HARQ-ACK should be supported similarly to LTE. When spatial HARQ-ACK bundling is used for 2 codewords with more than 4 layers, the PUCCH overhead is equivalent to 1 codeword for above 4 layers
3) Bundling of HARQ-ACK across multiple TBs of different PDSCHs in time domain

Considering different TDD DL/UL resource partition patterns and dynamic TDD operation, HARQ-ACK bits of multiple TBs from different downlink transmissions can be transmitted in the same uplink transmission. Usually, the channel correlation of consecutive slots is high because the channel does not fluctuate greatly when Doppler effect is not too high. Besides, the TDD DL/UL resource partition can be cell-specific and thus UE in coverage limited scenarios is a common case in TDD system. For cell-edge UEs or the case UCI payload is limited, performing a logical AND operation per codeword across multiple downlink transmissions could be considered.
Based on the above observations, we have the following proposals:
Proposal 11: The HARQ-ACK bundling should support the following cases

· HARQ-ACK bundling of multiple CBGs of a TB
· Spatial HARQ-ACK bundling of 2 codewords within a PDSCH
· HARQ-ACK bundling per codeword across multiple downlink transmissions within a CC
There are two ways to trigger HARQ-ACK bundling. The first one is implicit or automatic approach. Considering aggregated HARQ-ACK feedback of multiple TBs and other UCI types (e.g., SR/RI(CRI)/PMI/CQI/BMI) in single UCI, the total payload may exceed the maximum payload size limitation of UCI (e.g., 1 or 2 bits for format 1 or 20 bits for format 3 of LTE case). For this case, similar to spatial bundling in LTE, automatically triggering HARQ-ACK bundling is a good choice. It would not cause inconsistency because the number of HARQ-ACK bits is known for both transmitter and receiver through DAI mechanism or semi-static codebook. Especially, considering the channel correlation, the priority can be “Bundling of HARQ-ACK across CBGs > Bundling of HARQ-ACK in spatial domain > Bundling of HARQ-ACK in temporal domain”. 
Another approach is explicit configuration through semi-static signal. In LTE, HARQ-ACK bundling is configured with tdd-AckNackFeedbackMode in PUCCH-ConfigDedicated. Therefore, from the perspective of flexibility, higher layer configuration of HARQ-ACK feedback modes can also be supported. 
Proposal 12: HARQ-ACK bundling at least can be achieved in dynamic manner according to the maximum UCI payload.
7 Conclusions
In this contribution we discussed the HARQ timing, multiplexing and bundling aspects for NR. 
For the HARQ processing time, we make the following observation and proposals: 
Observation 1: For slot-based scheduling, self-contained operation may be achieved by each UE vendor under some respective configurations, while may not be achieved by either UE vendor under some other configurations.  

Proposal 1:  A UE category is defined for certain peak data rate, corresponding to different UE processing time capabilities.
Proposal 2:  The UE processing time in NR standard should be defined taken majority UE vendors preference into account.
Proposal 3:  The following table is recommended for UE processing time for NR slot-based scheduling. 
	DMRS for CE
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	6
	8

	Front-loaded + additional DMRS
	N1
	Symbols
	15
	16

	Frequency First
	N2
	Symbols
	6
	8


For the maximum number of HARQ processes, we have the following proposals:
Proposal 4: The maximum number of DL HARQ processes per bandwidth part per carrier is 16 in NR. 
Proposal 5: The maximum number of UL HARQ processes per bandwidth part per carrier is 16 in NR. 
For the HARQ timing, we have the following proposals:
Proposal 6: Sets of HARQ timing values (at least include K1 and K2) are separately configured for different subcarriers spaces and/or data transmission durations. 
Proposal 7: The size of fields for K0, K1 and K2 indication by DCI should be minimized (e.g., 1~2bits) and this field should always present. 
· A default value can be configured by system information or predefined, and the default value is mapped to one of the values which are indicated by the HARQ timing indication field. 
For the HARQ-ACK multiplexing and bundling, we have the following proposals:
Proposal 8: The HARQ-ACK multiplexing within a UCI should support the following cases:

· CBG(s) in TB

· TB(s)/codeword(s) within a PDSCH

· TB(s)/CBG(s) of different PDSCHs in time domain including slot and mini-slot

· TB(s)/CBG(s) in multiple component carriers

Proposal 9: For HARQ-ACK multiplexing across multiple PDSCHs, the number of CBG HARQ-ACK bits for a TB can be equal to a value configured by RRC signaling.

Proposal 10: For dynamic HARQ-ACK codebook determination, the DAI mechanism in LTE/LTE-A can be considered as a starting point.

· The codebook size  is decided by counter-DAI and total-DAI  value signalled in DL assignment DCI 

· Counter-DAI and total-DAI values are derived per PUCCH cell group for CA case.

Proposal 11: The HARQ-ACK bundling should support the following cases

· HARQ-ACK bundling of multiple CBGs of a TB
· Spatial HARQ-ACK bundling of 2 codewords within a PDSCH

· HARQ-ACK bundling per codeword across multiple downlink transmissions within a CC

Proposal 12: HARQ-ACK bundling at least can be achieved in dynamic manner according to the maximum UCI payload.
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Annex
We find the values in table 5 are questionable. 

We decompose the processing time of front-loaded DMRS and distribute DMRS respectively as shown in Figure 2 and Figure 3. 
Where, 
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Figure 2. HARQ processing time decomposition for front-loaded DMRS
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Figure 3. HARQ processing time decomposition for distributed DMRS
Then the processing time difference between front loaded DMRS and distributed DMRS is: 
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Using the values in Table 5 R1-1716865, we can get
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That means 
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Take (2) into the processing time on front loaded DMRS, we get
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So 
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And we all know that the processing time of FFT is not greater than 1 OFDM symbol. So at least the values in Table 5 in R1-1716865 are questionable. 
Observation: The values in Table 5 in R1-1716865 are questionable.
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