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1 Introduction
Update of R1-1717995.
In NR#3, the following agreement was made for Polar codes of DCI:
	Agreement:
· Confirm working assumption on CRC and interleaver (as modified as in 38.212v1.0.0)
· When the conclusions on DCI payload size for Rel-15 are agreed, the Kmax in 38.212 will be reduced from the current value of 200 (which is only a placeholder)
· the current working assumption for Kmax remains a working assumption (to be revisited when there is progress in offline discussion); the final value of Kmax will not be greater than the working assumption. 



And the following agreement was made for Polar codes of UCI:
Agreement: 
· Confirm Working Assumption that CRC bits are attached as a block to the end of the information bits.  
· At least LCRC=11 is supported, with the following polynomial: D11+ D10+  D9+ D5+ 1
· Range of K values for CRC11 is FFS
· Which other CRC lengths and associated K values are also supported is FFS. 


The following was also captured as next steps for UCI:
Next steps:
· After nFAR values are decided, the complete set of supported CRC polynomials will be selected, preferably at RAN1#90bis. 
· FFS whether the nFAR value should be dependent on the UCI contents and payload size.
· FFS whether same nFAR value is applied to UCI on PUCCH and PUSCH.
· Only the CRC polynomials listed in the Table below are candidates : 
	Lcrc
	3
	4
	5
	6
	8
	16

	Poly-nomial
	D3+ D2+ 1
Or
D3+ D+ 1
	D4+ D3+ 1
	D5+ D3+ 1

	D6+ D5+ 1



	D8 + D6 + D5 + D3 + 1
Or
D8 + D7 + D6 + D4 + D2 + D + 1
Or
D8 + D7 + D3 + D2 + 1
	D16 + D15 + D14 + D13 + D12 + D11 + D8 + D7 + D6 + D4 + 1



In this contribution, we discuss the remaining issues of Polar codes for DCI and UCI. For UCI, we evaluate the FAR(awgn), FAR(intended codeword) and required SNR to reach 1% and 0.1% BLER for a set of CRC polynomials.

2 Remaining Issue of Polar Codes for DCI
For LTE DCI, the DCI size (including 16-bit CRC) is approximately in the range of 30-80 bits. When excluding the CRC bits, the DCI payload size is further reduced by 16 bits. 
For NR DCI, the DCI size should not be much larger than that of LTE. Otherwise the link budget of NR will be inferior to that of LTE. That is, Kmax is not expected to be close to 140 bits. The distributed and interleaver design are inherently not future-proof, if larger DCI payload size is to be adopted for future release. Instead of artificially adding 20 bits to Kmax, it is much better to define the interleaver such that for K> Kmax, (K -  Kmax) bits are not interleaved.
Hence we propose that Kmax value should be 
Kmax = max DCI payload size in Rel-15,
where the interleaver size is (Kmax +24). 

1. For DCI Polar, Kmax = max DCI payload size in Rel-15.
1. For DCI Polar, (K -  Kmax) bits are not interleaved, for DCI payload size K, K> Kmax, in future NR releases. 

3 Remaining Issue of Polar Codes for UCI

3.1 Info Block Size Range and Associated CRC Length

For UL Polar code, below are the information block length K (excluding CRC bits) for which the CRC length is applied.
· For 1 <= K <=11,
· No CRC bits are attached.
· Repetition, Simplex Code, and RM code are used, as agreed.
· For 12<=K<=22- nFAR1
· We evaluated various nFAR1 values ranging from nFAR1= 0 to nFAR1=8. Both BLER and FAR are evaluated to find the most appropriate value for nFAR1. 
· PC-CA-Polar is used, according to the existing Agreements and Working Assumption.
· For K > 22 - nFAR1, 
· nFAR,2=8 is used, with CRC polynomial length = 8+3=11. 
· CA-Polar is used, according to the Working Assumption of RAN1#90.
· As shown in Section 3, the evaluated 11-bit CRC polynomials demonstrate the expected behavior of well-designed CRC, with FAR <= 2-8.

The UCI performance target in LTE is as follows. 
· Pr(NAK bits → ACK bits) ≤ 10‒3
· Pr(ACK bits → NAK bits or DTX) ≤ 10‒2
· Pr(DTX → ACK bits) ≤ 10‒2

In LTE, whenever TBCC is applied, 8 CRC bits are attached due to the UCI performance targets above. TBCC is applied for all of UCI K>22 bits, and in some situations additionally K>11 bits.
For NR, at least the same performance target as in LTE should be satisfied. The simulation results in section 3.2 and 3.3 shows that nFAR1 = nFAR2 =8 is the best choice when considering various decoder implementations. Thus, for both PC-CA-Polar and CA-Polar, 11-bit CRC should be applied, corresponding to nFAR1 = nFAR2 =8. This results in the following:
· For 12<=K<=14
· PC-CA-Polar is used with 11-bit CRC polynomial.
· For K > 14 
· CA-Polar is used with 11-bit CRC polynomial.

1. For both PC-CA-Polar and CA-Polar of NR UCI, 11-bit CRC bits are attached, i.e., nFAR1 = nFAR2 =8. 
2. That is, for 12<=K<=14, PC-CA-Polar is used with 11-bit CRC polynomial. For K > 14, CA-Polar is used with 11-bit CRC polynomial.

3.2 [bookmark: _Hlk494727523]Evaluation for nFAR1 by Varying List Size 
In this section, we search the best  nFAR1 value by varying the list size in the list decoder. The list size is reduced for smaller CRC lengths so that the net error detection capability is improved. Path metric threshold is not utilized in this setup.
3.2.1 Simulation setup
CA-Polar and PC-CA-Polar used for the simulations are constructed according to the previous agreements, see [1]. The specific details of the simulator configuration are the following:
· Information sequence according to RAN1#90 agreement [1] in R1-1712174.
· Rate matching according to RAN1#90 working assumption, option 2 from R1-1715000.
· Mapping of information bits and CRC bits in increasing order of encoder bit index.
· PC-CA-polar is applied for K+nFar <= 22 bits. Otherwise, when K+nFar > 22 bits, CA-Polar is applied.
· Number of lists L is set to 8 since performance is prioritized over power consumption in UL.
· For the PC-CA-Polar test cases the decoder is run with 8 lists until the end where the final list is chosen from the 1, 2, 4, or 8 lists with the best path metric.
· For the BLER simulations the same random seed is used for all polynomials.
To reduce the simulation, load the following rules have been used to reduce the candidate sets. For CA-Polar:
· Check for all values of K with granularity of 4 from 12 to 100, and granularity of 20 up to 500.
· K refers to UCI payload size, excluding CRC bits.
· Check for M values with granularity of 8 from 20 to 256, and granularity of 64 up to 1024.
· Not including combinations of K and M that would give R < 1/8 or R > 5/6. Where R is defined as:
· R = (K + nFAR + 3) / M
For the PC-CA-polar a slightly different set has been use since the possible information lengths are more limited:
· Info block size K (without CRC): 12<=K<=22- nFAR, where nFAR is given by the tested polynomial.
· M = granularity of 8 from 20 to 256, and granularity of 64 up to 1024.
· Not including combinations of K and M that would give R < 1/8 or R > 2/3. R defined as above.
The performance of the CRC polynomials is compared using three metrics: 
· False Alarm Rate, where the decoder input = AWGN.
· False Alarm Rate, where the decoder input = intended codeword.
· Required SNR to reach a BLER of 0.1% and 1%.

3.2.2  Simulation results
Worst FAR (intended codeword), i.e., maximum FAR, is observed via simulation and compared to the theoretical estimate of 2-nFAR1. The FAR results are summarized in Table 1 below. In Table 1, the list size for final list selection (Lsel) in list decoding and the CRC length compensate each other such that the net error detection capability is 
Effective nFAR1= LCRC - log2(Lsel).

Table 1. FAR (intended codeword) performance of PC-CA-Polar
	Lists for final list selection (Lsel)
	CRC length LCRC
	Effective nFAR1
	2-nFAR1
	Maximum FAR observed in simulation
	Maximum FAR observed in simulation relative to 2-nFAR1

	1
	3
	3
	0.125
	0.17437
	1.395

	1
	4
	4
	0.0625
	0.08599
	1.376

	1
	5
	5
	0.0313
	0.046
	1.472

	1
	6
	6
	0.0156
	0.0236
	1.51

	1
	8
	8
	0.0039
	0.00565
	1.447

	1
	11
	11
	0.00049
	0.00068
	1.39

	2
	3
	2
	0.25
	0.3022
	1.209

	2
	4
	3
	0.125
	0.16542
	1.323

	2
	5
	4
	0.0625
	0.08678
	1.389

	2
	6
	5
	0.0313
	0.04387
	1.404

	2
	8
	7
	0.0078
	0.01157
	1.481

	2
	11
	10
	0.00098
	0.00144
	1.473

	8
	3
	0
	1.0
	0.77922
	0.779

	8
	4
	1
	0.5
	0.53247
	1.065

	8
	5
	2
	0.25
	0.29945
	1.198

	8
	6
	3
	0.125
	0.16692
	1.335

	8
	8
	5
	0.0313
	0.04123
	1.319

	8
	11
	8
	0.0039
	0.00521
	1.334



As shown in Table 1, the PC-CA-Polar in general has FAR~= 2-nFAR1 with minor fluctuation due to simulation randomness. It can be seen that limiting the number of lists used for final list selection slightly increases the observed FAR.

The region of 12<=K<=22 - nFAR1 was further evaluated with 6 different CRC lengths and additionally with varying the number of lists used for the final list selection in the decoder, in order to find the most appropriate CRC length considering both FAR and BLER performance.  The CRC polynomials are the most popular ones for each length as given in [2], and shown in Table 2. Figure 1 shows all test cases and the corresponding FAR(awgn), CRC length and the number of lists used for the final list selection in the decoder. It can be seen that when the decoder varies Lsel to provide sufficient error detection capability, only two candidates match the FAR requirement:
· 11 bit CRC using Lsel = 8 in the final selection
· 8 bit CRC using Lsel = 1 list in the final selection
[image: ]Figure 1:	FAR(awgn) for UL PC-CA-Polar with different CRC lengths (all test cases shown)	

Figure 2 and 3 shows FAR(intended codeword) for the two cases, 8 bit CRC and selection from 1 list and 11 bit CRC and selection from 8 lists respectively. It can be seen, that both cases fulfill the FAR limit but the 11 bit CRC case shows a larger margin.
[image: ]
Figure 2:	FAR(intended codeword) for UL-PC-CA-Polar with 8 bit CRC length and final list selection from 1 list
[image: ]
Figure 3:	FAR(intended codeword) for UL-PC-CA-Polar with 11 bit CRC length and final list selection from 8 lists	

Figure 4 shows a performance comparison of the two candidates. It can be seen, that 11 bit CRC and 8 lists in the final selection achieves significantly better performance.
[image: ]Figure 4:	Required SNR for BLER=0.1% comparison of 8 and 11 bit CRC	

Observation 1 When utilizing list size variation only, CRC lengths of {3, 4, 5, 6} cannot achieve the same error detection capability as 11-bit CRC.
Observation 2 When utilizing list size variation only, 11-bit CRC and 8-bit CRC can achieve similar error detection capability, with 11 bit CRC outperforms 8-bit CRC by 0.6dB – 2dB for 12<=K<=14 and all code rates. 

3.3 Evaluation for nFAR1 by Both List Size Variation and Path Metric Threasholding

In this section, we search the best  nFAR1 value by both varying the list size in the list decoder and utilizing path metric thread. Path metric threshold is utilized to further increase the net error detection capability. Path metric threshold based method has the disadvantage that the optimal metric requires extensive search, and the threshold value is implementation dependent.
The agreed set of possible additional polynomials for UL are evaluated with respect to required SNR for a BLER=1%. Two methods have been used in combination to reduce the FAR(awgn):
· Reduction of the number of lists used for the final candidate selection process in the decoder
· Introduction of path metric quality measure m0 and a threshold for the required quality, see [3] 
For K not including CRC bits in the ranges 12:64 and 65:5:320 and code rate K/M=1/2 and 1/3 we have for each number of lists used in final candidate selection (1, 2, 4 and 8) found a suitable m0 threshold that makes FAR(awgn) approximately 1/256. Some combinations of CRC polynomials and final candidate selection do not allow reaching 1/256, those combinations have been removed from the results.
The polynomials are listed in the table below.
Table 2. CRC Polynomials Tested
	Polynomial
	Lcrc
	Hexadecimal notation

	D3+ D2+ 1
	3
	0xd

	D3+ D+ 1
	3
	0xb

	D4+ D3+ 1
	4
	0x19

	D5+ D3+ 1
	5
	0x29

	D6+ D5+ 1
	6
	0x61

	D8 + D6 + D5 + D3 + 1
	8
	0x169

	D8 + D7 + D3 + D2 + 1
	8
	0x18d

	D8 + D7 + D6 + D4 + D2 + D + 1
	8
	0x1d7

	D11+ D10+ D9+ D5+ 1
	11
	0xe21



For each candidate selection list size the required SNR to reach BLER=1% is plotted as a function of K. In addition the reference 11 bit polynomial using 8 lists for the final candidate selection is plotted in the figures as a base line.
[image: ]
Figure 5:	Required SNR using 1 list in final candidate selection	
[image: ]
Figure 6:	Required SNR using 2 lists in final candidate selection
[image: ]
Figure 7:	Required SNR using 4 lists in final candidate selection	
[image: ]
Figure 8:	Required SNR using 8 lists in final candidate selection	

[image: ]
Figure 9:	Required SNR using 1 list in final candidate selection
[image: ]
Figure 10:	Required SNR using 2 lists in final candidate selection
[image: ]
Figure 11:	Required SNR using 4 lists in final candidate selection
[image: ]
Figure 12:	Required SNR using 8 lists in final candidate selection

The extensive simulation results show that for all K>=12 bits (without CRC bits), 11-bit CRC polynomial is the best choice, which corresponds to nFAR1 = nFAR2 =8.
Observation 3 When utilizing both list size variation and path metric threshold, 11 bit CRC outperforms other CRC lengths of {3, 4, 5, 6, 8} by 2-4.5 dB for 12<=K<=320 with R={1/2, 1/3}.

1. For both PC-CA-Polar and CA-Polar and all values of K, use only the 11-bit polynomial gCRC11(D) = [D11 + D10 + D9 + D5 + 1] for NR UCI.

3.4 Parity Check Bits of PC-CA-Polar 
3.4.1 Rate Matching 
In NR#3, the following has been agreed:
Agreement: 
· Confirm working assumption on Polar rate matcher, with the following modification: 
[image: ]

which is based on the following WA from RAN1-90:
Working Assumption: 
· Polar rate matcher: Option 2 from R1-1715000 with corrections of typos:
· Slide 13: in top part of figure, second “25” -> 26
· Slide 15: 0.7/16 -> 7/16

However, the document R1-1715000 does not address how the rate matching scheme operates with PC bits.  Specifically, whether the definition of K includes or excludes the number PC bits is not clearly specified and agreed.  Since little, if any, simulations have shown of how the agreed rate matching scheme works in combination with PC bits, further investigation on the selection of thresholds, such as the puncturing/shortening threshold, is desirable to verify their values and to avoid unnecessary performance degradation.
1. Explicitly specify and agree upon the definition of K and the associated threshold values in rate matching when PC bits are used based on further evaluations.

Since PC bits are a type of frozen bits to assist with list decoding, it is reasonable to assume that the parameter K in the rate matching procedure includes CRC bits, but does not include PC bits.
3.4.2 PC Bit Computation
Figure 13 to Figure 15 show the number of info bits (including CRC) that each of the 3 PC bits depends upon for different combinations of payload size K (excluding CRC) and block length M.   As shown, based on the shift-register computation of length 5, the first PC bit does not depend on any info bits and thus reduces to a regular frozen bit in most cases.  Even the 2nd PC bit is also frozen in a significant number of cases.   Only the last PC bit is not frozen in most cases.  As a result, the effective number of PC bits is often much less than 3, and the performance benefit of such a small number of PC bits, if any, is quite limited. This is also demonstrated by the simulation results in Figure 16 – Figure 18.
Observation 4 For majority cases, the first PC bit does not depend on any info bits and thus reduces to a regular frozen bit. The 2nd and last PC bit are also frozen in a significant number of cases.  

On the other hand, as the last PC bit is often situated far away from the first info bit, the shift register computation is non-trivial and incurs significant additional delay and complexity, which is hard to justify when the performance benefit is negligible.
1. If the PC bits are inserted, consider alternative, simpler computation of PC bit values that yields similar performance.
[image: ][image: ]
(a) CRC = 11 bits						(b) CRC = 8 bits
[bookmark: _Ref494749614]Figure 13:	Number of Info Bits that PC bit #1 depends on for  and  with (a) nFAR = 8 bits (CRC=11 bits) and (b) nFAR =5 bits (CRC=8 bits)
[image: ][image: ]
(a) CRC = 11 bits						(b) CRC = 8 bits
Figure 14:	Number of Info Bits that PC bit #2 depends on for  and  with (a) nFAR = 8 bits (CRC=11 bits)  and (b) nFAR =5 bits (CRC=8 bits)
[image: ][image: ]
(a) CRC = 11 bits						(b) CRC = 8 bits
[bookmark: _Ref494750502]Figure 15:	Number of Info Bits that PC bit #3 depends on for  and  with (a) nFAR = 8 bits (CRC=11 bits) and (b) nFAR =5 bits (CRC=8 bits)

3.4.3 PC polar performance compared to CA polar
We have compared the performance of PC polar with CA polar and a simplified PC polar scheme where the shift register length used for calculation of the PC bits has been reduced from 5 bits to 1 bit, effectively creating a simple parity of previous information bits.
The CA polar curve is generated assuming the normal CA polar code construction as used for K+nFAR>22.
The simulations are done with K=12:14, CRC polynomial 0xe21 (11 bit) and M=23:320 where the code rate as defined above is less than or equal to 2/3. For each point 1000 block errors have been simulated and the same random seed is used for each code construction scheme.
[bookmark: _GoBack]In the figures below “PC parity” is used to mark the results for the PC polar scheme where a one-bit shift register is used.
[image: ]
Figure 16:	Required SNR for K=12	
[image: ]
Figure 17:	Required SNR for K=13	
[image: ]
Figure 18:	Required SNR for K=14	
As can be seen from the figures the PC polar scheme incurs a significant performance loss compared to CA polar when the n=1 case is triggered in the code construction. On the other hand PC polar with one bit shift register has virtually identical performance to the PC polar scheme with 5 bit shift register.
Below the differences in performance are shown for the two cases.
[image: ]
Figure 19:	Difference in required SNR between PC polar and CA polar for K=12	
[image: ]
Figure 20:	Difference in required SNR between PC polar and CA polar for K=13
[image: ]
Figure 21:	Difference in required SNR between PC polar and CA polar for K=14
[image: ]
Figure 22:	Difference in required SNR between PC polar and PC polar with one bit shift register for K=12
[image: ]
Figure 23:	Difference in required SNR between PC polar and PC polar with one bit shift register for K=13
[image: ]
Figure 24:	Difference in required SNR between PC polar and PC polar with one bit shift register for K=14
Observation 5 The PC polar scheme incurs a significant performance loss compared to CA polar (0.12 to 0.24 dB) when the n=1 case is triggered in the PC-CA polar code construction.
Observation 6 A PC polar scheme using a one bit shift register (i.e., simple parity of previous information bits) deliver virtually identical performance to the PC polar scheme using a 5 bit shift register.
Based on these observations we propose the following changes to the working assumption.
1. Use the CA polar code construction instead of the PC-CA-Polar scheme.
1. If the PC bits are inserted, use a one-bit shift register (i.e., simple parity of previous information bits) instead of a 5-bit shift register.


4 Conclusions
In this contribution, we made the following observations:

Observation 1 When utilizing list size variation only, CRC lengths of {3, 4, 5, 6} cannot achieve the same error detection capability as 11-bit CRC.
Observation 2 When utilizing list size variation only, 11-bit CRC and 8-bit CRC can achieve similar error detection capability, with 11 bit CRC outperforms 8-bit CRC by 0.6dB – 2dB for 12<=K<=14 and all code rates.
Observation 3 When utilizing both list size variation and path metric threshold, 11 bit CRC outperforms other CRC lengths of {3, 4, 5, 6, 8} by 2-4.5 dB for 12<=K<=320 with R={1/2, 1/3}.
Observation 4 For majority cases, the first PC bit does not depend on any info bits and thus reduces to a regular frozen bit. The 2nd and last PC bit are also frozen in a significant number of cases.
Observation 5 The PC polar scheme incurs a significant performance loss compared to CA polar (0.12 to 0.24 dB) when the n=1 case is triggered in the PC-CA polar code construction.
Observation 6 A PC polar scheme using a one bit shift register deliver virtually identical performance to the PC polar scheme using a 5 bit shift register.


Based on the discussion in this contribution we propose the following:
For DCI Polar:
1. For DCI Polar, Kmax = max DCI payload size in Rel-15.
1. For DCI Polar, (K -  Kmax) bits are not interleaved, for DCI payload size K, K> Kmax, in future NR releases.

For UCI Polar:
1. For both PC-CA-Polar and CA-Polar of NR UCI, 11-bit CRC bits are attached, i.e., nFAR1 = nFAR2 =8.
10. That is, for 12<=K<=14, PC-CA-Polar is used with 11-bit CRC polynomial. For K > 14, CA-Polar is used with 11-bit CRC polynomial.
1. For both PC-CA-Polar and CA-Polar and all values of K, use only the 11-bit polynomial gCRC11(D) = [D11 + D10 + D9 + D5 + 1] for NR UCI. 
1. Explicitly specify and agree upon the definition of K and the associated threshold values in rate matching when PC bits are used based on further evaluations.
1. If the PC bits are inserted, consider alternative, simpler computation of PC bit values that yields similar performance.
1. Use the CA polar code construction instead of the PC-CA-Polar scheme.
1. If the PC bits are inserted, use a one-bit shift register (i.e., simple parity of previous information bits) instead of a 5-bit shift register.
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