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In RAN1#90 and NR ad-hoc#3 meetings, the following working assumptions and conclusions on highest code rate for each base graph were made [1][2]: 
	Agreement:
· Base graph #1 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS > X or code rate of the initial transmission > Y
· Base graph #2 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS <= X and code rate of the initial transmission <= Y
· X=0.67, Y=3840

Working assumption: 
· Use base graph #1 for combinations of block lengths K>308 and code rates (as defined in previous email discussion) R>2/3.
· Base graph #2 may be used for block lengths K≤308 and code rates R>2/3, but the scheduler should take into account that no base graph is optimized for this region of K and R and therefore allow extra link adaptation margin.
To be confirmed at RAN1#90bis.

Conclusion:
FFS until RAN1#90bis what is the highest code rate supportable by each BG with acceptable performance.



In this contribution, we discuss the base graph selection and highest code rate supportable by each base graph.
Discussion 
Base graph (BG) selection for small block length and high code rate 
The current base graph designs were optimized in information size down to 512 and in code rate 1/3 to 8/9 for BG #1 and 1/5 to 2/3 for BG #2, respectively. Therefore, we evaluate the performance of BG #1 and BG #2 for small information size and high code rate. The evaluation assumptions are summarized in Table 1. 
Table 1. Evaluation assumptions
	Channel
	AWGN

	Modulation
	QPSK

	Code rate
	0.7, 0.75

	Code block size (CBS)
		100:8:400



	Figure 1 and Figure 2 show the performance comparison of BG #1 and BG #2 for small information size and high code rate. As shown in Figure 1 and 2, BG #2 provides more stable performance than BG #1. At code rate of 0.7, BG #2 gives better performance than BG #1 for all evaluated information block sizes. At code rate of 0.75, BG #2 also gives better performance than BG #1 for information block sizes less than 370 bits. However, performance difference may not be significant for information size around and larger than 370 bits.
[image: ]
Figure 1 Performance comparison of BG #1 and BG #2 at code rate of 0.7.
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Figure 2 Performance comparison of BG #1 and BG #2 at code rate of 0.75.

Observation 1: At code rate of 0.7, BG #2 gives better performance than BG #1 for all evaluated information block sizes.
Observation 2: At code rate of 0.75, BG #2 also gives better performance than BG #1 for information block sizes less than 370 bits. 

Highest code rate support for BG #1 and BG #2
The BG #1 is designed up to code rate of 8/9. According to LTE specification [3], the highest code rate is supported in higher order modulation (e.g., 256QAM). For example, code rate higher than 711/1024 is supported in 256QAM only. In addition, UE may skip decoding for information block of code rate higher than 0.931. We evaluate the performance of BG #1 assuming code rate of 0.9375 and 0.95 for various information block sizes. As shown in Figure 3, code rate of 0.95 can be a candidate for the highest code rate of the BG #1.
As discussed in section 2.1, the BG #2 can provide more stable performance than the BG #1 up to code rate 0.75 even if the BG #1 provides slightly better performance for information sizes larger than 370. Furthermore, we can get the similar observations for larger information size in [3]. From the discussion in section 2.1 and [3], we can consider the highest code rate of the BG #2 as 0.75. 
Proposal 1: Code rate of 0.95 can be considered as the highest code rate for the BG #1.
Proposal 2: Code rate of 0.67 is the highest code rate for an information block size 370 bits to 3840 bits of the BG #2. However, an information block size less than 370 is encoded by the BG #2.
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(a) Code rate = 0.9375												(b) Code rate = 0.95

Figure 3 Performance evaluation of the BG #1 assuming code rate of (a) 0.9375 and (b) 0.95.

Conclusions
In conclusion, we have following observations and proposals in this contribution,
Observation 1: At code rate of 0.7, BG #2 gives better performance than BG #1 for all evaluated information block sizes.
Observation 2: At code rate of 0.75, BG #2 also gives better performance than BG #1 for information block sizes less than 370 bits. 
Proposal 1: Code rate of 0.95 can be considered as the highest code rate for the BG #1.
Proposal 2: Code rate of 0.67 is the highest code rate for an information block size 370 bits to 3840 bits of the BG #2. However, an information block size less than 370 is encoded by the BG #2.
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