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Introduction
In RAN1 #90 and NR Adhoc #3, we have reached some agreements/working assumptions on aspects related to CORESET and search space design [1-3].
	Agreements:
· The CORESET used to schedule the PDSCH containing the RMSI can be configured to contain also UE-specific PDCCH(s)

Working assumptions:
· For slot-based scheduling, the first DMRS position either on 3rd symbol or 4th symbol is configured by [PBCH].
· Maximum time duration of a CORESET is 2 symbols if the first DMRS position of a PDSCH with slot-based scheduling is on 3rd symbol, and is 3 symbols otherwise
· This replaces the past working assumption linking DMRS position to bandwidth X

Agreements:
· Supported aggregation levels for NR-PDCCH are at least 1, 2, 4, 8
· FFS 16 and 32 aggregation levels and also other numbers

Agreements:
· A PDCCH search space at an aggregation level in a CORESET is defined by a set of PDCCH candidates
· For the search space at the highest aggregation level in the CORESET, the CCEs corresponding to a PDCCH candidate are derived as following
· The first CCE index of a PDCCH candidate is identified by using at least some of the followings
· (1) UE-ID, (2) candidate number, (3) total number of CCEs for the PDCCH candidate, (4) total number of CCEs in the CORESET, and (5) randomization factor
· The other CCE indexes of the PDCCH candidate are consecutive from the first CCE index
· Searching space design for the lower aggregation level can be discussed separately

Working assumptions:
· In the case when only CORESET(s) for slot-based scheduling is configured for UE, the maximum number of PDCCH blind decodes per slot per carrier is X
· The value of X does not exceed 44
· FFS the exact value of X
· FFS for multiple active BWP, multiple TRP, multiple carriers, multi beams
· FFS for non-slot based scheduling
· FFS numerology specific X

Agreements:
· Remove the support for 7-symbol slots from NR
· It is allowed to have more than one DL/UL switching points within a 14-symbol slot by using non-slot-based scheduling
· Note: at least 14-symbol, 7-symbol, and 2-symbol CORESET monitoring periodicities are supported for non-slot-based scheduling
· Removing 7-symbol slot does not imply to remove the agreed design of 4- to 7-symbol long PUCCH
· Allow additional DMRS position with non-slot based scheduling
· RAN1 recommends to define test cases for following cases:
· Slot-based scheduling for downlink
· The first DMRS position of the PDSCH is fixed on the 3rd or 4th symbol of the slot
· Non-slot-based scheduling for downlink
· The first DMRS position of the PDSCH is the 1st symbol of the scheduled data
· At least PDSCH durations of 2, 4, and 7 OFDM symbols including DMRS are recommended to be specified
· Note: the LS includes the motivations of selected values
· Note: Final decision is up to RAN4

Working assumption:
· Re-use NR DL RA Type 0 basis in units of 6 RBs, where no restriction on the maximum number of segments for a given CORESET.

Agreements:
· At least two DCI sizes are defined.
· One DCI size, which is at least for the purpose of fallback.
· FFS: for other purposes.
· One DCI size depending on configuration
· FFS: whether both DL and UL have the same size or different.
· FFS: for group-common DCI/PDCCH
· Note: the UE is not necessarily required to monitor two DCI sizes at the same monitoring occasion

Agreements:
· In a given CORESET
· Alt 1: different DCI formats
· Alt 2: different search spaces
can have different monitoring periodicities.
· FFS which one




This contribution discusses remaining issues regarding CORESET configuration and search space details.

CORESET
CORESET configuration
The current working assumption states that the maximum time duration of a CORESET is 2 or 3 OFDM symbols depending on the PBCH configuration on the first DMRS position of the PDSCH for slot-based scheduling. This working assumption is a reasonable approach and it can be confirmed as an agreement. 
For symbol-level scheduling (non-slot based scheduling), the CORESET size of 3 OFDM symbols is too large compared to the time span of the mini-slot of PDSCH which is much shorter than the length of a slot. Considering possible support of the mini-slot of 7 OFDM symbol length as agreed in [2], 1 OFDM symbol may not sufficient. Therefore, it is proposed that maximum time duration of a CORESET is 2 symbols for non-slot based scheduling.
For frequency domain size, we have a working assumption is to re-use NR DL RA Type 0 basis in units of 6 RBs, where no restriction on the maximum number of segments for a given CORESET. This WA can be confirmed but it can be applied only for UE-specific configuration. For the cell-specific configuration, e.g., CORESET for RMSI configured via PBCH, NR DL RA Type 0 causes too much signaling overhead. RAN1 need more discussion how to compress the CORESET configuration for cell-specific configuration cases.
Proposal 1
· For the time-duration of a CORESET, 
· For slot based scheduling, confirm the working assumption on the maximum size of a CORESET
· For non-slot based scheduling, maximum time duration of a CORESET is 2 symbols (at least for the support of the mini-slot of 7 OFDM symbol length)
· For the frequency-duration of a CORESET, 
· Confirm the WA for UE-specific configuration: Re-use NR DL RA Type 0 basis in units of 6 RBs, where no restriction on the maximum number of segments for a given CORESET.
· FFS: compression of cell-specific configuration of a CORESET, e.g. CORESET for RMSI

Relationships between CORESET and search space(s)
In NR, it was agreed that common control resource set is configured by system information for providing common search space. In addition, UE-specific CORESET can be also configured for each UE by UE-specific RRC signaling. For 4-step random access procedure, the PDCCHs will be required to be transmitted for the scheduling of Msg-2, Msg-3 retransmissions, and Msg-4 and those PDCCHs should be transmitted only using common CORESET since UE-specific CORESET is not available prior to RRC configuration. For the scheduling of common channels such as paging, RAR, etc., common search space (CSS) anyway should be defined inside the common CORESET. In this case, the CSS size has to be increased considering comparatively high load of PDCCHs inside common CORESET and UE PDCCH blind detection complexity can increase accordingly. 
Through Msg-2 transmission from gNB, UE ID (Temporary C-RNTI) is indicated to a UE. Once the UE has Temporary C-RNTI, it can utilize this ID for the reception of PDCCH thereafter. As illustrated in Figure 1, if additional UE-specific search space (UE-SS) is supported by using a hashing function of temporary C-RNTI inside the common CORESET, the UE may use this UE-SS at least for the PDCCH scheduling retransmission of Msg-3 and (re)transmission of Msg-4. Even after that, UE-SS inside common CORESET can be used until UE-specific CORESET is actually configured. 
Once UE-specific CORESET is configured, UE may use the UE-SS in UE-specific CORESET and the utilization of UE-SS inside common CORESET will decrease. In RAN1 #88, it was agreed that the max number of BD candidates for a UE is defined independently of the number of control resource sets and the number of search spaces. Taking into account this agreement, it is desirable that the UE-SS in common CORESET can be skipped (or the number of BD candidates can be reduced) once the UE-specific CORESET is configured, which can keep the maximum number of BD candidates in a reasonable level.
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[bookmark: _Ref478038199]Figure 1. Relationship between CORESET and search space

In NR Adhoc #3, there was a discussion whether different monitoring periodicity can be defined for different DCI formats or different search spaces. Given that CORESET can have multiple search spaces (e.g., CSS, USS) mapped to it, the monitoring periodicity has to be defined at least per search space. Every CORESET would have at least one monitoring periodicity configured via at least one search space that is associated with the CORESET. It is FFS whether we have different monitoring periodicities for different DCI formats.
Proposal 2
·  UE specific search space is defined in a common CORESET at least for random access, 
· The UE specific search space in the common CORESET is skipped or shrinks once UE-specific CORESET is configured.
· PDCCH monitoring periodicity is defined at least for different search spaces

Search Space design
RAN1 has reached to an agreement on the high level design of the PDCCH candidates of the highest aggregation level as shown below.
Agreements:
· A PDCCH search space at an aggregation level in a CORESET is defined by a set of PDCCH candidates
· For the search space at the highest aggregation level in the CORESET, the CCEs corresponding to a PDCCH candidate are derived as following
· The first CCE index of a PDCCH candidate is identified by using at least some of the followings
· (1) UE-ID, (2) candidate number, (3) total number of CCEs for the PDCCH candidate, (4) total number of CCEs in the CORESET, and (5) randomization factor
· The other CCE indexes of the PDCCH candidate are consecutive from the first CCE index
· Searching space design for the lower aggregation level can be discussed separately

And in RAN1 NR Adhoc #3, following options for the highest aggregation level and for the other aggregation levels have been identified:
· Hashing function for the highest aggregation level.
· Opt.1: Take the LTE PDCCH or EPDCCH as the starting point.
· Opt.2: All candidates are randomly selected from combinations/patterns in granularity of the AL in the CORESET
· Hashing function for the aggregation level(s) other than the highest aggregation level
· Opt.1: Take the LTE PDCCH or EPDCCH as the starting point within all the CCEs of the CORESET.
· Opt.2: Take the LTE PDCCH or EPDCCH as the starting point within the set of CCEs corresponding to the PDCCH candidates of the highest aggregation level
· Opt.3: All candidates are randomly selected from combinations/patterns in granularity of the AL among the CCEs of candidates corresponding to the highest aggregation level
· For hashing purpose, the total number of the highest aggregation level decoding candidates which may include “pseudo” highest aggregation level candidates = max (ceiling((no. of candidates in AL x)/(8/x)), where for “pseudo” highest aggregation level candidates, no blind decoding is required. Number of additional “pseudo” highest level candidates, for which no blind decoding is required, is configured together with CORESET.
Firstly, option 2/3 for the non-highest aggregation levels are forms of the hierarchical search space design, or so called nested structure. The nested search space design just shares the DMRS channel estimation between different aggregation levels, so the number of CCEs that needs channel estimation is always the same as the size of CCEs of the aggregation level 8, which is 16. Meanwhile, the LTE type search space needs more CCEs for channel estimation due to the independent CCE positions on multiple aggregation levels. The overall reduction of channel estimation burden is 38% and 52 % depending on the total size of available CCEs, and the reduction seems not a negligible number considering that it is one important design target of NR that the UE processing burden should be minimized.

Table 1. Comparison of UE processing burden for PDCCH channel estimation
	Total number of CCEs
	Average number of CCEs that needs channel estimation
	Gain of UE processing burden mitigation

	
	LTE PDCCH type
	Nested design
	

	32
	25.8
	16
	38%

	64
	33.4
	16
	52%



The possible increase of the blocking probability can be mitigated by the non-contiguous mapping for PDCCH candidates. e provide blocking probability performance comparison between two schemes in Figure 2. And it is assumed that aggregation level distributions are 40%, 30%, 20%, and 10% for aggregation levels 1, 2, 4, and 8 respectively. The numbers of PDCCH candidates are 6, 6, 2, and 2 for aggregation levels 1, 2, 4, and 8 respectively. Total number of CCEs inside a control resource set is 32 and 64 in the evaluation. The blocking probabilities are calculated by the ratio of the average number of UEs that was not able to be scheduled due to the search space blockage over the total number of UEs.
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Figure 2: Blocking probability of the nested approaches: different options

In Figure 2, following options are compared:
	
	For the highest AL
	For the non-highest AL

	Nested: random mapping for highest AL
	Option-2
	Option-2

	Nested: random mapping for non-highest AL
	Option-1
	Option-3

	Nested: random mapping for all AL
	Option-2
	Option-3

	LTE PDCCH type
	Option-1
	Option-1



Figure 2 is showing that the combination of the option 2 for the highest aggregation level and option 3 for the non-highest aggregation level shows the best performance from the blocking probability perspective. It is desirable to define the best algorithm once we decide to define a new search space design. The example of the detailed algorithm is shown in the appendix.
For the case that the number of CCEs for the non-highest aggregation level is more than the number of CCEs of candidates that correspond to the highest aggregation level, it may be meaningful to define pseudo PDCCH candidates for the highest aggregation level. This pseudo PDCCH candidates are only used for providing sufficient CCE size for the non-highest aggregation level for nested search space structure but not used for actual monitoring. The number of pseudo PDCCH candidates has to be defined on top of the PDCCH candidates of the highest aggregation level that are actually monitored by the UE. From the perspective of gNB’s scheduling flexibility, it would be desirable to configure the number of pseudo PDCCH candidates of the highest aggregation level.
Proposal 3
· Hashing function for the highest aggregation level.
· All candidates are randomly selected from combinations/patterns in granularity of the AL in the CORESET
· Pseudo PDCCH candidates can be configured for the case that number of CCEs of PDCCH candidates for the non-highest aggregation level are larger than those of PDCCH candidates for the highest aggregation level that the UE is configured to monitor
· Hashing function for the aggregation level(s) other than the highest aggregation level
· All candidates are randomly selected from combinations/patterns in granularity of the AL among the CCEs of candidates corresponding to the highest aggregation level


Discussion on number of blind decodings 
Split in the number of blind decodings
In LTE, search space is defined so as to allow UE to monitor a certain number of blind decoding candidates for each aggregation level in each subframe. More specifically, UE would perform multiple blind decodings within search space for potential DCI messages. For NR, similar concept can be considered for the design of search space. In particular, common and UE specific search space can be defined for NR, where DL control channel with common search space can be mainly used to schedule common control message and that with UE specific search space can be used to schedule unicast data.
With regard to the number of blind decoding, it can be defined on a per-slot basis or a per mini-slot basis. As illustrated in the Figure 2, UE can be configured with slot level control resource set (CORESET) or symbol level CORESET, which may depend on UE capability or service type, e.g., the support of eMBB and URLLC application. 
Note that it was agreed in RAN1 that max number of blind decoding candidates for a UE is defined independently of the number of control resource sets and the number of search spaces. This indicates that split of the number of blind decodings among different CORESETs and search spaces should be supported for NR so as to keep the total number of blind decoding attempts within one slot roughly the same, which can help to avoid excessive UE power consumption. 
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[bookmark: _Ref481742233]Figure 3. Slot level and symbol level CORESET

In case when UE is only configured with slot level CORESET for DL control channel monitoring, the number of blind decodings can be split according to the number of common CORESETs and UE specific CORESETs which are configured for a given UE. As discussed above, UE specific search space can be defined in a common CORESET at least for random access. In this case, both common search space and UE specific search space can share the same common CORESET, which indicates that the number of blind decodings can be further split between these two types of search spaces within the same CORESET. 
Further, in case when UE is configured with symbol level CORESET for DL control channel monitoring, it is more desirable to uniformly distribute the number of blind decodings across DL control channel monitoring occasions within one slot. This may facilitate UE to perform pipeline processing for DL control channel decoding and thereby simplify UE implementation complexity. As discussed above, UE may be configured with symbol level CORESET with certain offset/periodicity in one slot for DL control channel monitoring occasions. Assuming that K DL control channel monitoring occasions are configured and the total number of blind decodings within one slot is N, then the number of blind decodings for each DL control channel monitoring occasion can be approximately N/K. 
Proposal 4:
· For slot level CORESET, NR supports split of the number of blind decodings among different CORESETs and search spaces for a given UE.
· For non-slot level CORESET, NR supports a uniform distribution of the number of blind decoding among DL control channel monitoring occasions. 

UE specific search space configuration
As mentioned above, slot or symbol level CORESET can be configured for DL control channel monitoring. To minimize specification and implementation effort, it is more beneficial to define a unified search space regardless of slot or symbol level CORESET, including the supported aggregation levels, and the number of blind decoding in each aggregation level. 
For the split of the number of blind decoding attempts among slot or symbol level CORESET, a subset of UE specific search space can be configured for UE to monitor potential DCI messages. More specifically, gNB may configure a smaller number of candidates per aggregation level or configure a subset of aggregation levels. In the latter case, gNB may determine appropriate aggregation levels according to specific application/service or UE channel condition, and configure proper UE specific search space via RRC signaling. 
For URLLC, it is highly beneficial to allow gNB to dynamically reconfigure UE specific search space. As discussed in [7], in one example, orthogonal UE specific search space can be configured for active UEs to eliminate the block probability and improve robustness of control channel. To enable dynamic configuration/reconfiguration of UE specific search space, MAC CE based approach may be defined. Alternatively, in case of multi-stage DCI, first-stage DCI may carry the information about dynamically changed search space of the second-stage DCI. 
Proposal 5:
· It is preferable to define a unified search space regardless of slot or symbol level CORESET to minimize specification and implementation effort.
· A subset of UE specific search space can be configured for the split of the number of blind decodings.
· For URLLC, NR supports dynamic gNB-based (re)configurability of UE specific search spaces.
	
Discussion on blocking probability reduction
In LTE, CCE or ECCE locations of each PDCCH or EPDCCH candidates are determined by a hashing function. For UE specific search space, this hashing function is defined as a function of UE ID and subframe index, which provides time varying UE specific search space in each subframe so as to help in resolving blocking probability among different UEs. Moreover, for LTE EPDCCH, different sets of ECCEs for DCI message monitoring or UE specific search space is defined in different EPDCCH sets.   
For NR, different control resource sets can include different sets of NR CCEs for DL control channel candidates or UE specific search spaces, similar to LTE EPDCCH. More specifically, different initialization values using a same hashing function or different hashing functions can be employed to randomize the search space in different control resource sets and slots, which can help to resolve blocking probability among different UEs in case when the same group of control resource sets are configured to these UEs. 
Note that similar design principle can apply for control search space for URLLC, where hashing function can be defined as a function of the symbol-index within a slot. In this regard, UE specific search space can vary in each PDCCH monitoring occasion that may be configured with periodicity less than a slot duration in order to avoid DL control channel for multiple UEs from continuously colliding in every mini-slot, as illustrated in Figure 4. Such a reduction in blocking probability is extremely important for URLLC as gNB may be able to schedule URLLC data transmission immediately so as to achieve ultra-low latency. 
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[bookmark: _Ref473791357]Figure 4. UE specific search space in CORESETs in different mini-slots

Proposal 6:
· PDCCH candidates in a UE specific search space are randomized across CORESETs.
· The hashing function used for the randomization may include either slot-index or symbol-index.

Conclusion
In this contribution, we provided our views on open issues regarding DL control channel monitoring aspects and the following proposals are made: 
Proposal 1
· For the time-duration of a CORESET, 
· For slot based scheduling, confirm the working assumption on the maximum size of a CORESET
· For non-slot based scheduling, maximum time duration of a CORESET is 2 symbols (at least for the support of the mini-slot of 7 OFDM symbol length)
· For the frequency-duration of a CORESET, 
· Confirm the WA for UE-specific configuration: Re-use NR DL RA Type 0 basis in units of 6 RBs, where no restriction on the maximum number of segments for a given CORESET.
· FFS: compression of cell-specific configuration of a CORESET, e.g. CORESET for RMSI

[bookmark: _GoBack]Proposal 2
·  UE specific search space is defined in a common CORESET at least for random access, 
· The UE specific search space in the common CORESET is skipped or shrinks once UE-specific CORESET is configured.
· PDCCH monitoring periodicity is defined at least for different search spaces

Proposal 3
· Hashing function for the highest aggregation level.
· All candidates are randomly selected from combinations/patterns in granularity of the AL in the CORESET
· Pseudo PDCCH candidates can be configured for the case that number of CCEs of PDCCH candidates for the non-highest aggregation level larger than those of PDCCH candidates for the highest aggregation level that the UE is configured to monitor
· Hashing function for the aggregation level(s) other than the highest aggregation level
· All candidates are randomly selected from combinations/patterns in granularity of the AL among the CCEs of candidates corresponding to the highest aggregation level

Proposal 4
· For slot level CORESET, NR supports split of the number of blind decodings among different CORESETs and search spaces for a given UE.
· For non-slot level CORESET, NR supports a uniform distribution of the number of blind decoding among DL control channel monitoring occasions. 

Proposal 5
· It is preferable to define a unified search space regardless of slot or symbol level CORESET to minimize specification and implementation effort.
· A subset of UE specific search space can be configured for the split of the number of blind decodings.
· For URLLC, NR supports dynamic gNB-based (re)configurability of UE specific search spaces.
	
Proposal 6
· PDCCH candidates in a UE specific search space are randomized across CORESETs.
· The hashing function used for the randomization may include either slot-index or symbol-index.
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Annex
Search space design example
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Figure 5. Nested search space structure with random patterns of PDCCH candidates


The CCEs corresponding to PDCCH candidate m of the search space  of the highest aggregation level are given by


where  is defined below, i = 0,…, L -1 and m = 0, …, .  is the number of PDCCH candidates of the aggregation level of L to monitor in the given search space.
b is a sort of a placeholder, e.g. for carrier aggregation case like in LTE.

 is the total number of CCEs in the CORESET of slot 
[image: ]
where [image: ], [image: ], [image: ] and [image: ], [image: ] is the slot number within a radio frame. 
If the PDCCH candidates of the highest level aggregation level are defined contiguously inside the whole CCE, then can be used. If the PDCCH candidates of the highest aggregation level are defined non-continuously inside the whole CCE, following equation can be used for determining permutation vector.
can be the pseudo-randomly permutated sequence from {0, 1, 2, … } .
For nested approach, the CCEs that are used for PDCCH candidates of the highest aggregation level  can be indexed to generate the virtual CCEs. If the highest aggregation level is 8 and the number of PDCCH candidates for AL8 is 2 then the number of virtual CCE can be 16. And the virtual CCEs are indexed from 0 to 15. The virtual CCE index can be different from the actual CCE index.

Now the virtual CCEs corresponding to PDCCH candidate m of the search space  of the non-highest aggregation level L are given by


where is defined below, i = 0,…, L -1 and m = 0, …, .  is the number of PDCCH candidates of the aggregation level of L to monitor in the given search space. It is different from the highest aggregation level case that  is . , b, and Yk are common for both the highest AL and non-highest AL.

The randomization for PDCCH candidates depend on the permutation function . One example of  is shown below.
k(
And define and intermediate vector T
T1 = {1, 2, … , MT-1}  T1(0)=1, T1(1)=2, …, T1(MT -2)= MT -1
Where MT = 
Z0 = Seed value
j = 1
A = 39827, D=65537
While { j < MT -1}
Zj = (A  Zj-1 ) mod D
Pj = Zj mod (MT -j)
kjTjPj);
k=0
while { k < MT -j-1 }
   if  k < Pj + 1
				Tj+1 (k) = Tj (k)
   else 
Tj+1 (k) = Tj (k+1)
					     end if
                                  k = k +1
   end while
             j = j + 1;
end while
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