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Introduction
In RAN1 #89 [1], it was agreed that
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS
In NR AH2 meeting, it is further agreed that [6],
Agreement: 
· To support repetition, puncturing, and shortening of Polar code:
· The N=2n coded bits at the output of Polar encoder is written into a length-N circular buffer in an order that is predefined for a given value of N
· To obtain M coded bits for transmission
· Puncturing is realized by selecting bits from position (N-M) to position (N-1) from the circular buffer
· Shortening is realized by selecting bits from position 0 to position M-1 from the circular buffer
· Repetition is realized by selecting all bits from the circular buffer, and additionally repeat (M-N) consecutive bits from the circular buffer
· Exact set of repeated bits FFS till RAN1#90
In this contribution, the performances of different rate matching schemes are compared. 
Rate matching schemes
Circular buffer rate matching scheme has been well applied in LTE. With a proper design and starting point, the circular buffer can puncture, shorten or repeat the collected code bits to achieve an alterable channel coding rate under different scenarios. And circular buffer rate matching scheme is suggested in Polar code as well.
In [2], a circular buffer rate matching with a unified pattern for puncturing, shortening and repetition is proposed. To construct the circular buffer, the code bits are divided into four parts, i.e. B0, B1, B2 and B3. The circular buffer is consisted of three parts. The first part is B0, the second part is formed by interlaced B1 and B2, the third part is B3. For low code rates, read the rearrangement buffer from the bottom until M bits are selected; for high code rates, read the rearrangement buffer after skipping N-M bits from the bottom; for repetition, read the rearrangement buffer from the bottom until M bits are selected and circle back if the whole buffer is read out. 
In [3, 4], two group based rate matching schemes are proposed. The difference between those two rate matching schemes is that the interleaving pattern of the rate matching scheme in [3] is based on reliability order, while the other one in [4] is based on a predefined sequence.
In [5], a 2d-circular buffer rate matching scheme is proposed .The 2d circular buffer can be implemented by a row-column interleaver which is similar to the sub-block interleaver in LTE.
In this contribution, another 2d-circular buffer rate matching scheme is introduced which combines the rate matching schemes in [2, 3]. For this 2d-circular buffer rate matching scheme, the interleaving pattern within the rows is as follows
Permutation pattern= [0,1,2,3,4,5,6,7,8,16,9,17,10,18,11,19,12,20,13,21,14,22,15,23,24,25,26,27,28,29,30,31];
The structure of the 2d-circular buffer is shown in Figure 1. After Polar coding, the coded bits are written into the interleaver row by row from the top to the bottom, and then row interleaving is performed. The coded bits are punctured and shortened by row and the punctured or shortened bits in each row are selected in natural order as it shows in Figure 1. The LLR(s) of the punctured code bit(s) will be set to zeros and the LLR(s) of the shortened code bit(s) will be set to infinite before feeding into the decoder. It should be noted that the positions of puncturing indexes are frozen before information bits allocation.
    [image: ] [image: ] [image: ]
 (a) Puncturing by row      			(b) Shortening by row 				(c) Repetition by row
Figure 1 the structure of the 2d-circular buffer
Performance evaluations
The simulation assumption is given in Table1. The required SNR performances of different rate matching schemes are shown in Figure 2 and Figure 3 for BLER at 0.01 and 0.001 respectively. Note that the BLER curves in Figure 2 and Figure 3 are counted without the CRC bits. The notation “MTK” is for the rate matching scheme in [2], “SS” indicates the rate matching scheme in [3], “ZTE” represents the rate matching scheme in Figure 1.
Table 1 Required BLER versus information bits for eMBB control channel
	Channel
	AWGN

	Modulation
	QPSK

	Coding
	CA-Polar with 19-bit CRC

	Decoding Scheme
	SCL decoder with L=8

	Code construction scheme
	PW sequence

	Information block size
	16:4:128,136:8:256,272:16:400

	Code rate
	1/6,1/5,1/3,2/5,1/2,2/3

	Coded bit M
	(Information block size + CRC)/R

	Maximum mother code size
	1024




[image: ]
Figure 2 Required SNR of different rate matching schemes when Nmax=1024, BLER=0.01
[image: ]
Figure 3 Required SNR of different rate matching schemes when Nmax=1024, BLER=0.001
[bookmark: OLE_LINK2]Based on the simulation results, it is observed that the rate matching scheme in [2] and our 2d-circular buffer scheme have an overall better performance compared with other rate matching scheme in [3].
Observation 1: Rate matching scheme in [2] and 2d-circular buffer scheme have an overall better performance compared with other rate matching scheme in [3]. 
Proposal 1: Both rate matching scheme in [2] and 2d-circular buffer rate matching scheme can be considered for Polar codes.
Conclusion
In this contribution, performances of different rate matching scheme are evaluated. In summary, we have the following observation and proposal.
Observation 1: Rate matching scheme in [2] and 2d-circular buffer scheme have an overall better performance compared with other rate matching scheme in [3]. 
Proposal 1: Both rate matching scheme in [2] and 2d-circular buffer rate matching scheme can be considered for Polar codes.
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