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Introduction
In RAN1#88 meeting [1], the following observations are related to enhanced modulation schemes.
Observations:
· RAN1 has studied following modulation schemes, but has not reached conclusions so far:
· Higher order modulation e.g. 1024QAM 
· Shaped Modulation
· Spatial Modulation
· Diversity enhancing modulation schemes 
· Coded modulation and bits-to-symbol(s) mappings
· APSK
· Interpolated QPSK modulation

In this contribution, we will introduce bit-interleaved coded modulation (BICM) and multi-level coding (MLC) since the BICM and MLC are well-known coded modulation schemes proposed to achieve both power and bandwidth efficiency. 
Comparison of Random Coding Exponent for BICM and MLC
1.1 BICM and MLC
The encoder structures of the LDPC coded BICM and MLC schemes are shown in Figures 1 and 2. As shown in Figure 1, in the case of BICM, the bit stream u is protected by an LDPC encoder and mapped into a modulation symbol s with modulation order m. If we assume that the LDPC code has code length N, then N/m modulations symbols are generated. 
[image: ]
Figure 1. Encoder structure of the BICM scheme
In the case of MLC, each bit stream ui is protected by a different LDPC code Ci of length N/m. The constellation mapper maps a binary vector (s0, s1, …, sm-1) into a constellation signal point s. Under the constraint of i.i.d. equiprobable inputs, the capacity  can be given by 

where  means the mutual information between A and B, and the ’s and  are random variables for each coded bit stream ci and the channel output , respectively.
[image: ]
Figure 2. Encoder structure of the MLC scheme

[image: ]
Figure 3. Basic block diagram for multi-stage decoding (MSD)

Applying the mutual information rule yields

In general, the transmission of the bit vector (c0, c1, …, cm-1) can be separated into the parallel transmission of ci over m equivalent binary input channels, provided that c0, c1, …, ci-1 are known [2]. Accordingly, the component codes Ci are successively decoded based on the channel output and the decisions from lower levels. This is the well-known multistage decoding (MSD) which is depicted in Figure 3. It is proved in [2] that MLC together with multistage decoding (MSD) suffices to approach the channel capacity if the component code rates are properly chosen. Consequently, the capacity of MLC with MSD is always larger than or equal to BICM capacity .

Observation 1: The channel capacity of MLC with multi-stage decoding is always larger than or equal to BICM capacity.

The channel capacity analysis is useful to predict the asymptotic performance as the code length of the component LDPC codes approaches infinity. However, the code length of the component LDPC codes for MLC scheme is finite, and furthermore, is always reduced by 1/m, as compared with that for BICM scheme. Therefore, in order to analytically compare the power- and bandwidth-efficient schemes based on LDPC codes with a finite code length, the well-known random coding bound technique is more suitable. In [3], an exemplary result of the random coding exponent analysis is presented, as shown in Figure 4. Figure 4 presents the required SNR versus code length n for Gray-mapped 4-PAM transmission of 1 bit/symbol on an AWGN channel. The allowable block error probability to calculate the required SNR is set to PW = 1e-3. Since BICM2 refers to the case where means the number of modulation symbols, we should compare the MLC/MSD and the BICM2 schemes for fair comparison since the BICM and the MLC schemes have the same (number of information bits) delay. 	
The BICM2 curve and the MLC/MSD curve cross around code length , which suggests that for code length larger than , MLC/MSD should be better than BICM2; while, for smaller code length, BICM should be more favourable. In fact, due to a better channel capacity, the MLC scheme can provide a better performance as the code length increases. If we adopt an MLC scheme for 3GPP NR, we need to find a proper value for the threshold length  such that the MLC scheme with code lengths larger than  performs better than BICM scheme.
[image: ]
Figure 4. Random coding exponent analysis for coded Gray-mapped 4-PAM transmission of 1 bit/symbol

Observation 2: In terms of random coding exponents, the BICM curve and the MLC/MSD curve cross around code length , which suggests that for code length larger than , MLC/MSD should be better than BICM; while, for smaller code length, BICM should be more favourable.

Observation 3: If we adopt an MLC scheme for NR, we may need to discuss a proper value for the threshold length  such that the MLC scheme with code lengths larger than  performs better than BICM scheme.
Observations and Proposal
In this contribution, we present the following observation and proposals:

Observation 1: The channel capacity of MLC with multi-stage decoding is always larger than or equal to BICM capacity.
Observation 2: In terms of random coding exponents, the BICM curve and the MLC/MSD curve cross around code length , which suggests that for code length larger than , MLC/MSD should be better than BICM; while, for smaller code length, BICM should be more favourable.
Observation 3: If we adopt an MLC scheme for 3GPP NR, we may need to discuss a proper value for the threshold length  such that the MLC scheme with code lengths larger than  performs better than BICM scheme.
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