


[bookmark: _GoBack]3GPP TSG RAN WG1 Meeting #90	      R1-1714168
Prague, Czech Republic, 21st – 25th August 2017

Agenda Item:	6.1.4.1.5
Source:	InterDigital Inc.
Title:	LDPC Rate Matching Design 
Document for:	Discussion and Decision
[bookmark: _Ref129681862][bookmark: _Ref124589705]1	Introduction
In RAN1 NR Ad-Hoc #2 meeting [1], the rate matching schemes for LDPC codes were discussed and it was agreed that
· The number of RVs is 4. 
· The RVs are at fixed locations in the circular buffer
· RV#0 is self-decodable
It is a working assumption that the first  punctured systematic bits are not entered into the circular buffer. Based on the agreement and working assumption, some design details of the LDPC rate matching schemes need to be further defined.
In this contribution, we examine the fixed locations for 4 RVs, the transmission orders of RVs, and the problem of whether the circular buffer should include the first  punctured systematic bits. We evaluate the performance of different options based on the agreed LDPC base graph 1 [1]. 
2	Discussion
The two LDPC base graphs have been agreed in NR Ad-Hoc #2 meeting [1], with structure as shown in Figure 1 (cf. [3], [4]). A base graph is of size , where  corresponds to information bits. The base graph is composed of five sub-matrices, , , , an all zero matrix, and an identity matrix. The submatrix [] is used for the LPDC code with the highest coding rate. 
Note, using the notations shown in Figure 1, we have , where  corresponds to the parity check bits at the highest coding rate and  corresponds to the remaining parity check bits. The first columns in the base graph are punctured.


[bookmark: _Ref489957075]Figure 1: Base graph structures and notations
2.1 RV Starting Locations
For a given code block, the LDPC encoded bits will be saved to a circular buffer. The buffer size may depend on the base graph dimension and the shift size Z. Specifically, the buffer size  is equal to  if the  punctured systematic bits are not saved in the buffer, or is equal to , if the punctured systematic bits are saved in the buffer. 
Consider the example of LDPC base graph 1 in [2]. This base graph is of size . If punctured bits are not considered in the circular buffer, then the circular buffer size is . In the remaining of this sub-section, we assume  as the circular buffer size. 


[bookmark: _Ref490056279]Figure 2: Three schemes with fixed RV locations in the circular buffer

It has been agreed that the 4 RVs have fixed locations in the circular buffer. We have considered three schemes as shown in Figure 2 with different RV starting locations.
· Scheme 1: the RV starting locations are evenly distributed over the circular buffer. In the case of base graph 1, the fixed RV starting locations are .
· Scheme 2: the RV starting locations are circularly evenly distributed over the circular buffer with fixed separation . In the case of base graph 1, the fixed RV starting locations are .
· Scheme 3: the RV starting locations are circularly evenly distributed over the circular buffer with fixed separation . In the case of base graph 1, the fixed RV starting locations are [0, 25Z, 50Z, 9Z]. 
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[bookmark: _Ref489971001]Figure 3: Comparison of three RV location schemes over AWGN channel with rate ½ code for each transmission.
Figure 3 shows simulation results for the above three schemes. We assume AWGN channel and QPSK modulation. The coding rate for each transmission is ½. It is observed from Figure 3 that for two transmissions, RV starting locations = from scheme 1 and RV starting locations = from scheme 2 provide the best results. For three transmissions, RV starting locations = from scheme 1 and RV starting locations = from scheme 3 provide the best results. The RV starting locations =[0, 32Z, 48Z] from scheme 1 is just 0.05 dB worse than the previous two RV options at 1% BLER, and these three RV options can be considered compatible. Overall, scheme 1 provides slightly better performance than scheme 2 and scheme 3.  
Observation 1: Scheme 1 provides slightly better performance than scheme 2 and scheme 3.  
Proposal 1: Consider the evenly distributed RV starting locations.
  
2.2 RV Orders  
Suppose the RV starting locations are fixed as in scheme 1, i.e., RV = [0, 16Z, 32Z, 48Z] for base graph 1. In this sub-section, we examine different RV orders in the transmissions and evaluate their BLER performance. 
We set the code block size as 704 bits (including CRC bits), and simulate a set of coding rates [0.88, 0.67, 0.5] with different RV orders. 
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[bookmark: _Ref490047008]Figure 4: Comparison of different RV orders over AWGN channel with rate 0.88 code for each transmission.
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[bookmark: _Ref490128397]Figure 5: Comparison of different RV orders over AWGN channel with rate 0.67 code for each transmission.
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[bookmark: _Ref490128718]Figure 6: Comparison of different RV orders over AWGN channel with rate 0.5 code for each transmission.
Figure 4 shows the simulation results with coding rate 0.88 for each transmission. In another word, each transmission will contain 800 coded bits, and this corresponds to 25 columns in the base graph. It is observed from the figure that the combination of RV=[0,2] provides the best performance in the case of two transmissions. All the RV order combinations provide similar results in the case of three transmissions. 
Figure 5 shows simulation results with coding rate 0.67 for each transmission. In another word, each transmission will contain 1056 coded bits, and this corresponds to 33 columns in the base graph. It is observed from the figure that the combination of RV=[0,2] provides the best performance in the case of two transmissions. The combinations of RV=[0,1,3] and [0,2,3] provides better BLER performance than the combination of RV=[0,1,2] in the case of three transmissions. 
Figure 6 shows simulation results with coding rate 0.5 for each transmission. In another word, each transmission will contain 1408 coded bits, and this corresponds to 44 columns in the base graph. It is observed from the figure that the combination of RV=[0,2] provides the best performance in the case of two transmissions. The combinations of RV=[0,1,3] and RV= [0,2,3] provides better BLER performance than the combination of RV=[0,1,2] in the case of three transmissions. 
In summary, we have the following observation: 
Observation 2: With evenly distributed RV starting points, RV order [0, 2, 3, 1] has the best BLER performance.
Proposal 2: Consider to use RV order [0, 2, 3, 1] for HARQ transmissions.

2.3 Circular Buffer
Now we consider whether the first  punctured information bits should be included in the circular buffer. We consider two circular buffer schemes. 
· Buffer scheme 1: the first  systematic bits are not included in the circular buffer. We use fixed RV starting locations =. 
· Buffer scheme 2: the first  bits are included in at the beginning of the circular buffer. We use fixed RV staring locations =[2Z, 18Z, 34Z, 50Z].  
The RV order [0, 2, 3, 1] is utilized. We set the code block size as 704 bits (including CRC bits), and simulate a set of coding rates [0.88, 0.67, 0.5] with the two buffer schemes over AWGN channel.
Simulation results for coding rates of 0.88, 0.67, 0.5 are shown in Figure 7 - Figure 9, respectively. Overall, the two buffer schemes show almost the same performance. 
Observation 3: No significant performance difference is observed when a circular buffer contains or does not contain the first 2Z punctured information bits.
Since the buffer scheme 2 has simple operations, we have the following proposal.
Proposal 3: Consider the circular buffer not containing the first  punctured information bits.
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[bookmark: _Ref490055648]Figure 7: Comparison of different buffer schemes over AWGN channel with rate 0.88 code for each transmission.
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Figure 8: Comparison of different buffer schemes over AWGN channel with rate 0.67 code for each transmission.
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[bookmark: _Ref490055652]Figure 9: Comparison of different buffer schemes over AWGN channel with rate 0.5 code for each transmission.
3	Conclusion
In this contribution, we have the following observations and proposals for the LDPC HARQ RV design: 
Observation 1: Scheme 1 provides slightly better performance than scheme 2 and scheme 3.  
Observation 2: With evenly distributed RV starting points, RV order [0, 2, 3, 1] has the best BLER performance.
Observation 3: No significant performance difference is observed when a circular buffer contains or does not contain the first 2Z punctured information bits.

Proposal 1: Consider the evenly distributed RV starting locations.
Proposal 2: Consider to use RV order [0, 2, 3, 1] for HARQ transmissions.
Proposal 3: Consider the circular buffer not containing the first  punctured information bits.   
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