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From RAN1 NR Ad Hoc #1 [1], the following agreements were made
Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi, is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported

From RAN1 #NR Ad Hoc #2 [2], there was an additional progress on the number of redundancy versions

Agreement:
· The number of RVs is 4. 
· The RVs are at fixed locations in the circular buffer
· RV#0 is self-decodable
· Working assumption (to be confirmed after selection of the BGs): The first 2Z punctured systematic bits are not entered into the circular buffer

In this contribution, we give further consideration of these current agreements toward specification of LDPC coding chain, with respect to the design of rate matching and the redundancy versions. We illustrate how introduction of a re-ordering prior to the circular buffer can improve the self-decodability of redundancy versions used in subsequent transmissions.
Description
A coding chain diagram is shown in Figure 1 representing the above agreements, which comes after segmentation with a given lift size Z and appropriate number of filler bits. The lifted graph is used to encode the information and filler bits according the LDPC code, and then the filler bits are punctured along with the 2Z systematic bits, which we refer to as the bits associated with “state nodes”. Following that there is a potential re-ordering of these bits, before they are written into a circular buffer from which the final coded sequence of bits is selected and sent to the constellation mapper and precoded onto the MIMO layers.



[bookmark: _Ref481819485]Figure 1. Coding chain after segmentation

Nominal redundancy versions
Recall the base graph structures agreed from [2] include a dual-diagonal parity block and diagonal extension. Basegraph 1 is provided below for illustration.
[image: ]
Figure 2. Basegraph 1
The following structure has been optimized for lower computational complexity decoding when operating at higher code rates, since the later punctured bits on the dual diagonal and diagonal extension do not need to be decoded at the receiver. If the lower code rate or rate 1/3 supported above is included in the entire circular buffer, without any re-ordering as shown in in Figure 1, then one could define a nominal set of redundancy versions (RVs) using Table 1, assuming the sequence definition
.

[bookmark: _Ref490177205]Table 1. Definition for nominal redundancy versions
	RV ID
	RV start index
	Approximate starting column in basegraph

	0
	0
	1st

	1
	
	16th

	2
	
	33rd

	3
	
	50th

	 where  is the lift size and  is the number of shortened bits.



For these redundancy versions, RV0 is optimized for first transmission and is self-decodable. For the other redundancy versions, they can contain a large portion of parity generated from the diagonal extension. If the length of  is shorter, then the RV may not be self-decodable on its own since there may be insufficient amount of systematic bits in the RV. Such a situation may arise in cases where the grant is missed on the first transmission.
A performance example is illustrated in Figure 3, where K=4224 and several effective code rates K/L are given where L is the length of the rate matched sequence . The plot shows the required Es/No to achieve 1% BLER on AWGN with QPSK when only the RV is received, along with cases where the RV is combined with RV0. Note that points requiring more than 10dB are actually not decodable (BLER does not converge to 1%), and although the sampling of code rates is coarse one can roughly approximate the limiting code rates for each RV. For instance, RV1 has a very low limiting code rate since it contains a small fraction of systematic bits above these rates, while RV3 supports a higher code rate since the wrap around from the circular buffer includes more systematic bits. Correspondingly, when combined with RV0, we find that RV1+RV2 has the lowest amount of coding gain since there is a larger overlap of systematic bits, while other RVs may combine to give 4-6 dB (or more) at the higher code rates.
Based on the comparative results, for RV0 we have the following proposal to ensure that performance is optimized.  
Proposal 1: The start offset into the circular buffer for RV0 should be 0. If any re-ordering is introduced, it should be in the form of a random circular shift within each basegraph column, i.e., within each group of Z bits in the lifting.
In the next section, a diagram with the random circular shift per column is provided in Figure 5.
[image: ]
[bookmark: _Ref490178499]Figure 3. Required Es/No for single RVs and combined RVs
Re-ordering for subsequent RVs
When supporting IR HARQ, the decoding hardware is nominally provisioned for decoding down to the mother code rate. This is apparent in the nominal RV definition from the previous example. Therefore, RV definitions for subsequent retransmissions need not have the same contiguous set of systematic bits, but could instead be based on a circular buffer which contains a reordered sequence which more evenly distributes the systematic and parity bits. Such RVs would still be supportable within the same amount of hardware decoding.


Figure 4. Coding chain with re-ordering for subsequent RVs

Let us consider the following re-ordering  which more evenly distributes the bit types in the circular buffer, by first applying a random circular shift per column, followed by a row-column interleaving. This is depicted below, and referred to as a distributed-edge-type reordering. Note that the random circular shift per column can be absorbed into the encoding step before shortening.
[image: ]
Figure 5. Re-ordering for subsequent RVs to distribute edge types into circular buffer
These re-orderings can then provide better reliability for subsequent RVs while still providing a good IR HARQ combining gain beyond chase combining. The performance from introducing this is shown below. Moreover, combining re-ordered RVs can still provide the maximum IR HARQ combining gain if desired, with tradeoffs on first transmission rate performance. Note that the re-ordering is generic to any coded sequence length based on its structure, so the depth can be adjusted to smaller circular buffer sizes readily in the case of limited buffer rate matching.
[image: ]
Figure 6. Performance with single RVs and combined RVs (with re-ordering)
Proposal 2: Distributed-edge-type reordering (as described in Figure 5) should be considered to improve self-decodability for subsequent RVs after RV0. The depth of the re-ordering should never exceed the depth of the buffer sized selected for limited buffer rate matching.
Reverse-mapping for modulation
When employing chase combining of log-likelihood ratios resulting from the circular buffer implementation, particularly when operating under limited buffer rate matching, it can be advantageous to consider reverse-mapping the bits onto the modulation symbols. At the peak data rate, very high order modulation is in use and the difference in reliability across the LSBs and MSBs of the modulator mapping can be larger. Therefore, for subsequent retransmissions it can be beneficial for coded bits that were transmitted on LSBs for the 1st transmission to be mapped to MSBs if they are repeated on the 2nd transmission. We refer to this as reverse-mapping.
Below provides an illustration of the potential performance gains when there is a high code rate of 0.83 on the 1st transmission, followed by a retransmission from a circular buffer which is limited to mother code rate of 2/3. The 2nd retransmission is assumed to have the same number of coded bits as the 1st transmission, then a reverse mapping is applied to any systematic bits which participate in the wraparound. This ensures that the systematic bits that are repeated can have complementary bit reliabilities on the QAM symbols, e.g., LSB + MSB.
[bookmark: _GoBack]Note that these results are not with the final NR LDPC, but were taken from [3]. The gains of reverse-mapping with the latest LDPC will be re-evaluated with the latest codes, though are expected to still be significant.
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Figure 9. Performance with reverse-mapping on 256-QAM and 2/3 minimum code rate on circular buffer from [3] 

Proposal 3: Reverse-mapping of coded bits on to modulation symbols, between 1st transmission and any repetition in subsequent transmissions, should be considered when applying limited buffer rate matching.
Conclusions
Proposal 1: The start offset into the circular buffer for RV0 should be 0. No re-ordering into the circular buffer is needed for this RV 
Proposal 2: Distributed-edge-type reordering (as described in Figure 5) should be considered to improve self-decodability for subsequent RVs after RV0. The depth of the re-ordering should never exceed the depth of the buffer sized selected for limited buffer rate matching.
Proposal 3: Reverse-mapping of coded bits on to modulation symbols, between 1st transmission and any repetition in subsequent transmissions, should be considered when applying limited buffer rate matching.
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Two columns are punctured and not included in circular buffer (these are referred to as “state nodes”)
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