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1 Introduction
In RAN NR AH#2 meeting, the following agreement on Polar code is reached [1]
Agreement: 

· All companies work together to design for the DL a Single CRC polynomial + Interleaver scheme to deliver early termination benefits while achieving the FAR (in presence of AWGN, and in presence of random QPSK, and undetected errors in intended user’s codeword), and BLER targets with acceptable complexity and latency. 
· Working assumption that the CRC length is 19 bits, to be finalised as part of the design, taking into account the number of blind decodes or hypotheses to be tested. 

· Longer CRCs will be considered if required to meet the FAR target

· For DL for K+nFAR>=12, and for UL where K+nFAR>22, J+J’ = nFAR + 3
· For UL, where 12<=K+nFAR<=22, J+J’ = nFAR + 6, comprising 3 parity bits and nFAR + 3 additional CRC bits

Note: K is the number of payload information bits without CRC or parity bits

Note: nFAR may be zero in some circumstances. 
Note: UE specific scrambling is not precluded and will be considered separately. 

In this document, we evaluate the performance of CRC polynomial and interleaver proposed in [2] and [3].
2 Distributed CRC evaluation
In this section, we evaluate the BLER performance of DCA[2]

 REF _Ref490646836 \r \h 
[3] and CA-Polar. The simulation parameters are listed in Table 1.

Table 1 Simulation parameters for control channel
	Channel
	AWGN

	Modulation
	QPSK

	Construction
	PW sequence

	Rate matching
	RearrangeBuf puncture[4] and “end repetition”

	Info. block length(K)
	{16, 32, 48, 64, 80, 120, 200}

	Code block length(N)
	{96, 192, 384, 768}

	Decoding algorithm
	CA-SCL with L=8

	CRC bits(J+J’)
	19


2.1 BLER performance
Figure 1 presents the BLER performance of DCA [2]

 REF _Ref490646836 \r \h 
[3] compared with CA-Polar. As can be seen from the figure, BLER performance of the two DCA code constructions are identical to that of CA-Polar. 
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Figure 1 BLER Performance comparison between DCA [2]

 REF _Ref490646836 \r \h 
[3] and CA
Observation 1 : The BLER performance of DCA [2]

 REF _Ref490646836 \r \h 
[3] and CA are identical.
2.2 FAR performance
Three scenarios are simulated for each case:
· Decoder with AWGN input
· Decoder with random QPSK + AWGN input
· Decoder with intended user’s codeword + AWGN input.
2.2.1 AWGN input
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Figure 2 FAR Performance comparison between DCA [2]

 REF _Ref490646836 \r \h 
[3] and CA with AWGN input
Observation 2 : The FAR performance of DCA[2]

 REF _Ref490646836 \r \h 
[3] and CA are identical in presence of AWGN.
2.2.2 Random QPSK +AWGN input
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Figure 3 FAR Performance comparison between DCA [2]
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[3] and CA with random QPSK+AWGN input
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Figure 4 FAR Performance comparison between DCA [2]
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[3] and CA with random QPSK+AWGN input
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Figure 5 FAR Performance comparison between DCA [2]
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[3] and CA with random QPSK+AWGN input
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Figure 6 FAR Performance comparison between DCA [2]
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[3] and CA with random QPSK+AWGN input
Observation 3 : The FAR performance of DCA [2]

 REF _Ref490646836 \r \h 
[3] and CA are identical in presence of random QPSK+AWGN.
2.2.3 Intended user’s codeword input
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Figure 7 FAR Performance comparison between DCA [2]
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[3] and CA with intended user’s codeword + AWGN input
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Figure 8 FAR Performance comparison between DCA [2]
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[3] and CA with intended user’s codeword + AWGN input
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Figure 9 FAR Performance comparison between DCA [2]
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 \* MERGEFORMAT [3] and CA with intended user’s codeword + AWGN input
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Figure 10 FAR Performance comparison between DCA [2]
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[3] and CA with intended user’s codeword + AWGN input
From Figure 7 to Figure 10, it can be seem that the FAR performance of DCA in [2] degrades in presence of intended user’s codeword +AWGN, while DCA in [3] has a similar FAR performance as CA.
Observation 4 : The FAR performance of DCA [2] degrades in presence of intended user’s codeword +AWGN.
Observation 5 : The FAR performance of DCA [3] is similar to that of CA in presence of intended user’s codeword +AWGN.
2.3 ET performance
In this section, we evaluate the distributed CRC used for early termination. Once a distributed parity-check bit is decoded, the decoder would use it to check all the survival paths. If all paths checked as “failure”, the decoder terminate the process. The following parameters defined are used to evaluate the gain of early termination [5].
· Total Saved Computational Complexity Ratio (TSCCR)= Remaining non-decoded non-frozen bits in all decoding attempts / All non-frozen bits in all decoding attempts
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Figure 11 Performance of Early Termination between DCA[2] and DCA[3]
Observation 6 . The TSCCR of DCA [2] and DCA [3] are almost the same, both schemes can save about 18% to 40% computational complexity
3 Conclusion
In this document, we evaluate the performance of two CRC polynomial and interleaver schemes. We have the following observations:
Observation 7 : The BLER performance of DCA [2]

 REF _Ref490646836 \r \h 
[3] and CA are identical.
Observation 8 : The FAR performance of DCA [2]

 REF _Ref490646836 \r \h 
[3] and CA are identical in presence of AWGN.
Observation 9 : The FAR performance of DCA [2]

 REF _Ref490646836 \r \h 
[3] and CA are identical in presence of random QPSK+AWGN.
Observation 10 : The FAR performance of DCA [2] degrades in presence of intended user’s codeword +AWGN.
Observation 11 : The FAR performance of DCA [3] is similar to that of CA in presence of intended user’s codeword +AWGN.
Observation 12 : The TSCCR of DCA [2] and DCA [3] are almost the same, both schemes can save about 18% to 40% computational complexity
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