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In RAN1#89 and RAN1 NR AH#2, the following agreements on the rate matching of polar codes for NR eMBB control channels were reached [1][2]: 
Agreement:
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2 if M<β*NDM /2 and K/M<Rrepthr, 1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS
Agreement:
· Rmin=1/8.
A number of rate-matching (RM) schemes have been proposed and simulated in [3][4][5][8][9]. One discussion is about the usage of a code rate threshold (Rpsthr) that determines a puncturing-based scheme or a shortening-based scheme. Another one is about the usage of a repetition for both M>Nmax and M<Nmax. 
[bookmark: _GoBack]In this contribution, we will investigate:  
· Rpsthr value (threshold between puncturing-based and shortening-based schemes)
· Segmentation for M > Nmax
· β value between repetition-based scheme and shortening and puncturing-based scheme
Throughout the paper, the following notations are used: 
K: information block length with CRC (cyclic-redundancy-code)
M: code length
R: code rate, R=K/M
N: power-of-two mother code size
Rm: mother code rate, Rm=K/N
Nmax: maximum power-of-two mother code size
Code Rate Threshold Rpsthr between Shortening and Puncturing 
Simulation Assumptions
The determination of Rpsthr depends on an exact shortening and puncturing scheme. To investigate an optimal Rpsthr, we take the rate-matching scheme in [5] for the evaluation. 
The rate-matching scheme [5] is summarized as:  
· Divide an N-sized codeword into 4 x N/4-sized groups.  From the lowest natural order to highest one, they are 1st group, 2nd group, 3rd group and 4th group;
· If R <= Rpsthr, start to puncture the bits in a natural-bit index order within the 1st group. If all the  N/4 bits in this group are punctured and there are still some outstanding bits to be punctured, continue to puncture the bits in a natural-bit index order on the next groups (2nd and 3rd groups) sequentially with an alternation until the target R is reached;
· If R > Rpsthr, start to shorten the bits in a reversal natural-bit index order within the 4th group. If all the N/4 bits in this group are shortened and there are still some outstanding bits to be shortened, continue to shorten the bits in a reversal natural-bit index order on the next groups (3rd and 2nd groups) sequentially with an alternation until the target R is reached. 
The alternation on the 2nd and 3rd group is: 
· For puncturing, first select 1 bit in the 2nd group followed by 1 bit in the 3rd group, then back to the 2nd group, and so on.
· For shortening, first select 1 bit in the 3rd group followed by 1 bit in the 2nd group, then back to the 3rd group, and so on. 
Rpsthr
Given a target code length M, we simulate a range of information block lengths K to test the performance with different R (=K/M). Performance is measured with the required SNR for a target BLER of 0.001. For each pair of (K, M), there are two measured SNRs: one with shortening scheme, the other with puncturing scheme. The intersection of the “shortening” and “puncturing” curves would indicate the value of Rpsthr.  
 [image: ]
Figure 1 Required SNR comparison for shortening and puncturing
Proposal-1: The code rate threshold for shortening and puncturing schemes is Rpsthr=4/9. 
Segmentation and Repetition 
M>Nmax
In case of M>Nmax, segmentation proposed in [7] outperforms a simple repetition in [6].
Proposal-2: Segmentation can be supported if M>Msegthr. Msegthr=672K/(K-256). 
M<Nmax (M>NDM/2)
According to [6], in case of M<Nmax, shortening with a larger N has better performance than repeating with a smaller N. Thus, a β value should be investigated to avoid significant performance loss. 
Figure 2 illustrates the performance of a natural-order repetition when M<Nmax with N=256 = NDM/2. We select and fix three typical coding rates R as 0.275, 0.475, and 0.675 by changing K and M (from 256 to 511). The black curves are the required SNR values for a targeted BLER of 0.001 with repetition, while the blue curves are the baseline required SNR values for a targeted BLER of 0.001, which can be obtained with a well designed shortening/puncturing scheme, e.g. QUP [10]. 
For each coding rate curve, we circle 3 cases for the analysis: (K=88, M =320), (K=152, M = 320), and (K=216, M = 320), with corresponding mother code rates Rm of 0.34, 0.59, and 0.84, respectively. For the repetition scheme (black), 64 coded bits are repeated from N = 256.  For the shortening/puncturing scheme (blue), 192 coded bits are shortened or punctured from N = 512. 
Observation-1: For a given Rm, the performance loss due to repetition increases with longer M and longer K. 
[image: ]
[bookmark: _Ref489946148]Figure 2 Required SNR of repetition for various K and R 
From this observation, for a given Rm, once M is longer than a certain value, the performance loss due to the repetition would be beyond an acceptable level. 
Observation-2: The gradient of the performance loss curves due to the repetition is related to Rm. Higher Rm leads to higher gradient of the performance loss.     
For example in Figure 2, in case Rm = 0.34 (R=0.275), the repetition of 64 bits leads to 0.2dB performance loss; whereas in case of Rm =0.84 (R=0.675), the repetition of 64-bits leads to 1.5dB performance loss.   
Since it is agreed that the determination between repetition and shortening/puncturing scheme is directly related to the value of β, a fixed β value would be suboptimal because it does not take into account the dependence of the performance on the mother code rate Rm as in observations 1 and 2 above. 
In Figure 3, we plot optimal β values for which the performance loss due to repetition is less than an acceptable level (0.1dB) for different Rm values. An optimal β value is calculated from the longest M value for which the performance gap between repetition and shortening/puncturing schemes is within ~0.1dB for a given Rm. As a result, the values of β can be fit into a linear descendent function of Rm: β=1+1/6*(1-K/(NDM/2)), which is in accordance with observation-1 and observation-2. Accordingly, we propose to eliminate the limitation on Rrepthr, i.e. Rrepthr =1.
 [image: ] [image: ]
[bookmark: _Ref489946562][bookmark: _Ref483996124]Figure 3 β vs. mother code rate
Proposal-3: β is in a linear decreasing function of Rm = K/(NDM/2), β=1+1/6*(1-K/(NDM/2)), and Rrepthr=1.
Rate-Matching Schemes
In this section, we compare two rate-matching schemes [5][8] with Nmax=1024 and 11-bit CRC. These rate-matching schemes do not require online calculations which would cause additional complexity and latency. Hence the scheme in [9] is not part of this comparison. In Figure 4, Scheme 1 (green) refers to the proposal and its recommended parameters in [8], and Scheme 2 (blue) refers to the proposal in [5] and the suggested parameters in Sections 2 and 3. The simulation parameters follow the agreement in Section 1 of [1][2]. Huawei sequence [11] is used in the evaluation.
[image: ]
[bookmark: _Ref490587726]Figure 4 Performance comparison of different rate-matching solutions
Observation-3: Scheme 2 [5] obtains better and more stable performance than Scheme 1 [8].
Conclusion
We have the following observations and proposals for the rate-matching scheme design.
Observation-1: For a given Rm, the performance loss due to repetition increases with longer M and longer K. 
Observation-2: The gradient of the performance loss curves due to the repetition is related to Rm. Higher Rm leads to higher gradient of the performance loss.     
Observation-3: Scheme 2 [5] obtains better and more stable performance than Scheme 1[8].
Proposal-1: The code rate threshold for shortening and puncturing schemes is Rpsthr=4/9.
Proposal-2: Segmentation can be supported if M>Msegthr. Msegthr=672K/(K-256). 
Proposal-3: β is in a linear decreasing function of Rm = K/(NDM/2), β=1+1/6*(1-K/(NDM/2)), and Rrepthr=1.
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