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Introduction
In RAN1#88bis, we had a conclusion for initial access and mobility: 
Conclusions:
· For NR-PBCH,
· Following remaining issues need to be finalized in the next meeting
· Transmission scheme 
· Including antenna port relationship to NR-PSS and NR-SSS
· DMRS design
· Time index indication signaling 
· Content and corresponding payload
· Estimate
· Channel coding
· Mapping of NR-PBCH to SS blocks within NR-PBCH TTI
· Followings remaining issues need to be finalized by Nov. meeting
· Delivery of remaining system information
· Note that all RRC related aspects need to be finalized by Oct. meeting

To transmit data successfully, a conventional channel coding scheme encodes the data to generate parity bits. For our convenience, such a conventional method is referred to as an explicit encoding method. However, in this contribution, we introduce an implicit encoding method to transmit data based on quasi-cyclic (QC) LDPC codes. We will show that the implicit method is very simple and provides an efficient soft combining technique for multiple received blocks corresponding to LDPC codewords. Furthermore, since it doesn’t need a blind decoding for the QC LDPC code, but only for CRC code, the decoding complexity is very low. 
SS Block or Timing Index Signal Based on QC Property
First, we revisit a study on important characteristics of QC LDPC code and then 
1 
2 
Quasi-cyclic LDPC code
Let  be the  matrix given by 

where  are exponent indices of permutation matrices,  and  are the numbers of column and row blocks, respectively.  is just the circulant permutation matrix which shifts the identity matrix  to the right by  times for any integer , . For simple notation, we denote the  zero matrix  by. When  has full rank, we can assign  information bits to some  column blocks. (For our convenience, we call these  column blocks information column blocks). Then the code with  is referred to as a QC LDPC code.
Quasi-Cyclic Property 
For a vector of length , we define the following operator : 

where , .
Example: , , , , 





(Quasi-Cyclic Property) For the QC-LDPC code  with parity-check matrix , any codeword  satisfies the following property 

for all , .


We can easily check the above QC property for QC LDPC codes as follows: 





Implicit data transmission to carry SS block or time index
We assume that NR-PBCH data  is first CRC-encoded as  and then  is LDPC-encoded by using  as  where  is the QC LDPC parity bit vector, as shown in Figure 1. 
[bookmark: _GoBack]To transmit SS block index i, we send  instead of  at transmitter in Figure 1. Since  is also a legitimate codeword for QC LDPC code, the LDPC decoding can be performed without any pre-process for received signal  at receiver. In other words, we don’t need any blind decoding for QC LDPC code. However, the vector  decoded by QC LDPC decoder does not pass the CRC-check unless the received signal is reverse-shifted as . Consequently, we need 1 LDPC decoding and a blind CRC decoding to recover both the NR-PBCH data and the SS block or time index i. Since the complexity for a blind CRC decoding is negligible compared to that of LDPC decoding, the total decoding complexity for implicit data transmission based on QC LDPC codes is significantly small. 


Figure 1: Transmission of SS block index by quasi-cyclic shift 

Observation 1: QC LDPC codes can provide an efficient decoding method to transmit SS block or time index implicitly, specifically LDPC blind decoding can be reduced.

Efficient combining of received blocks
We assume that NR-PBCH data  is CRC-encoded and LDPC-encoded as  and transmit  and  for SS block indices  and  (, as shown in Figure 2. In addition, assume that the receiver failed to decode both  and  due to bad channel condition and therefore, a combining of two received signals corresponding to  and  is required. Here, the receiver (or decoder) doesn’t know the values of  and , but their difference .



Figure 2: Implicit Transmission for different SS block indices 
Let  and  be the received LLR vectors corresponding to  and , respectively. By definition of operator , we can find . Therefore, as shown in Figure 3, we can combine the received vectors as follows:

Based on the combined LLR vector , we can perform LDPC and CRC decoding similar to the decoding described in subsection 2.3. Since 1 LDPC decoding and a blind CRC decoding are carried out, the decoding complexity is still small. Finally, we can obtain the data and the value of  from the decoding based on . Furthermore, we can determine .


Figure 3: Example of combining of received signals 

Observation 2: Implicit data transmission using QC LDPC codes can provide an efficient combining method for multiple received blocks. 

Performance Evaluation
In this section, the performance evaluation results (BLER) of LDPC and Polar codes are provided for a fixed code-length 864 and K=64, 80. Simulation assumptions are summarized in the following table. Details of evaluated polar codes are presented in [2], [3]. The evaluated QC LDPC codes are specified by the parity-check matrices given in the excel sheet of [4].

	Channel
	AWGN

	Modulation
	QPSK

	SS block index
	0, 1, 2, …, 15 (4 bits)



	K
	M
	LDPC (OMS, Offset=0.25)
	PC-CA Polar (L=8)

	
	
	CRC
	K+CRC
	CRC
	K+CRC
	PC-frozen
(Reliable)
	PC-frozen
(Unreliable)
	Mother N

	64
	864
	8
	72
	18
	82
	4
	2
	512

	80
	864
	8
	88
	18
	98
	4
	2
	512



In Figures 4 and 5, the performance of LDPC and polar codes is comparable for LDPC decoding iteration = 50. However, while the required number of polar decoding with explicit/implicit data transmission, proposed in [5], is up to 16 for a blind decoding, that of LDPC decoding is 1 and therefore, the decoding complexity is not fair. If we allow more decoding iterations, e.g., 100 or 400, we can obtain a better performance for LDPC codes with still relatively lower decoding complexity. In other words, for fair decoding complexity, QC LDPC codes with implicit data transmission can perform better than polar codes with explicit/implicit data transmission. 
[image: D:\[1] Work\[1] 3GPP RAN1 Channel Coding\1705 #89\[1] 당사 기고문 작성\01 PBCH\01 MATLAB\K64_Iteration_Polar.png]
Figure 4: Performance of LDPC and Polar codes (K = 64)
[image: D:\[1] Work\[1] 3GPP RAN1 Channel Coding\1705 #89\[1] 당사 기고문 작성\01 PBCH\01 MATLAB\K80_Iteration_Polar.png]
Figure 5: Performance of LDPC and Polar codes (K = 80)

Observation 3: For fair decoding complexity, QC LDPC codes with implicit data transmission can perform better than polar codes with explicit/implicit data transmission.
Proposal 1: QC LDPC coding is the most suitable for NR-PBCH in terms of decoding complexity, latency and coding performance. Therefore, QC LDPC codes should be adopted for NR-PBCH. 

Observations and Proposals
In this contribution, we present the following observations and proposal:

Observation 1: QC LDPC codes can provide an efficient decoding method to transmit SS block or time index implicitly, specifically LDPC blind decoding can be reduced.
Observation 2: Implicit data transmission using QC LDPC codes can provide an efficient combining method for multiple received blocks. 
Observation 3: For fair decoding complexity, QC LDPC codes with implicit data transmission can perform better than polar codes with explicit/implicit data transmission.

Proposal 1: QC LDPC coding is the most suitable for NR-PBCH in terms of decoding complexity, latency and coding performance. Therefore, QC LDPC codes should be adopted for NR-PBCH. 

3 
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LDPC code and Polar code performance for PBCH
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