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Introduction
In RAN1 #87 [1], it was agreed that
· UL control information for eMBB
· Adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· DL control information for eMBB
· Working Assumption to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
[bookmark: OLE_LINK6][bookmark: OLE_LINK7]Schemes of code construction and rate matching are two important issues in Polar codes. Due to the channel polarization effect of Polar codes, the reliability of each bit varies. Different information distributions or reliability orders would bring out different BLER performance. As the mother code block length of Polar code is a power of two, it is required to obtain Polar codes with arbitrary lengths with a proper rate matching scheme in order to support different DL and UL control information sizes. 
In this contribution, the performances of different rate matching schemes based on different code construction scheme are compared. 
Polar codes construction
Notations in this contribution are explained in Table 1.
Table 1	Notations
	K
	information block length

	N
	mother code length

	Nmax
	maximum mother code length

	M
	code block length

	L
	list size of SCL decoder

	R
	code Rate (K/M)

	Rm
	mother code rate(K/N)


In Polar code construction, selecting the most reliable sub-channels for information bits is crucial. The construction scheme affects the BLER performance of Polar codes as well as the implementation complexity. There are many schemes proposed to evaluate the reliability of sub-channels, such as Bhattacharya noise parameter, density evolution, Gaussian approximation, polarization weight sequence, FRANK construction scheme.
In [2], a SNR-independent reliability sequence namely polarization weight (PW) sequence is proposed. For PW sequence, the reliability is estimated by, where B = (Bn-1, Bn-2,…, B0)is the binary expansion of the bit position index and n=log2(N). In [3], it was stated that with , various SNR-input Gaussian channels can achieve  an overall good performance.
[bookmark: OLE_LINK3]In [4], a FRActally eNhanced Kernel (FRANK) construction of Polar code is introduced in which the Polar code is divided into N/Nref groups. A reliability order sequence of length Nref and the number of information bits of each group estimated by mutual information are used to determine the location of information bits. As the mutual information output is based on mutual information input, i.e. code rate, the FRANK construction scheme is related to code rate. It means that for different combinations of (K, M), we have to recursively calculate the distribution of information bits which would inevitable increase the latency and complexity. If distributions of information bits of all combinations are stored, the additional memory requirement should be considered.
Rate matching
Besides reliability order sequence, a proper rate matching scheme to obtain Polar codes with arbitrary lengths is also significant in Polar code. Circular buffer rate matching scheme has been well applied in LTE. With a proper design and starting point, the circular buffer can puncture, shorten or repeat the collected code bits to achieve an alterable channel coding rate under different scenarios. And circular buffer rate matching scheme is suggested in Polar code as well.
In [2], a shortening scheme with bit reversal is utilized. The shortening pattern is computed by bit-reversing the binary expansion of indices [N-1, N-2, …, 1, 0] and mark the first N-M indices as shortened positions. However, from the simulation results in [5], the performance loss is observed if the repetition pattern is the same with bit reversal shortening pattern. To address this issue, either the transmitted code block is read out from the circular buffer in a skipped manner, or two different circular buffer patterns are needed [6, 7]. In this contribution, the last bits in natural order are repeated for bit reversal shortening if repetition is requested. 
In [8], a circular buffer rate matching buffer with a unified pattern for puncturing, shortening and repetition is proposed. To construct the circular buffer, the code bits are divided into four parts i.e. B0, B1, B2 and B3. The circular buffer is consisted of three parts. The first part is B0, the second part is formed by interlaced B1 and B2, the third part is B3.For low code rate, read the rearrangement buffer from the bottom until M bits are selected; for high code rate, read the rearrangement buffer after skipping N-M bits from the bottom; for repetition, read the rearrangement buffer from the bottom until M bits are selected and circle back if the whole buffer is read out. 
In [9], a block rate matching scheme is introduced where the encoded bits are input to the circular buffer in a natural order and the read manner is the same as [8].
3.1 Same sequence for construction and rate matching
Polar construction and rate matching in the encoder can be realized by two interleavers as it shown in Figure 1. The input bits including information bit, frozen bits, check bits and so on are mapped into the proper positions of Polar encoder by interleaver π1 which is determined by the good-bit estimation sequence. And the way selecting M code bits to be transmitted can be implemented by interleaver π2 which is decided by the rate matching scheme. 
[image: ]
Figure 1 Polar codes Encoding 
In [10] and [11], it was proposed to use the same sequence to select both information bit locations and transmitted code block. By this way, the same interleaver can be used for both Polar codes construction and rate matching for any situations. Furthermore, if the rows and columns of the generator matrix of Polar Codes are sorted off-line according to the sequence, then the Polar codes encoding can be simplified to selecting the consecutive rows and columns of the sorted generator matrix.
For example, the PW sequence can be used as the sequence for Polar codes construction as well as rate matching. When PW sequence is used for rate matching, for low code rate i.e. R<1/2, the puncturing rate matching scheme is used and the first P code bits indicated by PW sequence are skipped. And the LLR(s) of the punctured code bit(s) will be set to zeros before feeding into the decoder. For high code rate i.e. R≥1/2, the shortening rate matching scheme is used and the last P code bits indicated by PW sequence are skipped. It should be noted that the LLR(s) of the shortened code bit(s) will be set to infinite before feeding into the decoder. For repetition, the repeated bits selected from the bottom part of PW sequence. In this way, once the generator matrix is sorted by PW sequence off-line, as it is illustrated in Figure 2, the first/last (K+J+J’ +J’’) rows and M columns of the sorted generator matrix is selected to Polar coding for high/low code rate respectively and the interleaver π1 and interleaver π2 are reduced.
[image: ]
Figure 2 Polar codes coding with PW sequence for code construction and rate matching
Observation 1: Through sorting the rows and columns of generator matrix by PW sequence off-line, encoder can be simplified into selecting the top left corner or bottom right corner part of the sorted generator matrix for high code rate or low code rate respectively.
3.2 Two dimensional rate matching circular buffer
For some circular buffers mentioned above, the interleaved patterns would change over mother code length which means that different interleavers are needed for different mother code lengths. Thus a two dimensional (2d) rate matching circular buffer shown in Figure 3 is introduced where x0,x1,…,xN-1 is the coded bits, C is the column number and R is the row number of circular buffer, BRO is the bit-reversal operation. Similar to the sub-block interleaver in LTE, inter-column BRO permutation is performed for the 2d circular buffer. The column number is fixed as 64, i.e. C= 64, and the row number R=N/C. Then it is only necessary to design the hardware for the maximum mother code length, for N<Nmax, the hardware can be reused.


Figure 3 Structure of 2d rate matching circular buffer
[bookmark: OLE_LINK2]As to this 2d rate matching circular buffer, when mother code length N is smaller than the code block length M, the repeated bits is selected from end of the circular buffer by row as it shown in Figure 4(a) where “R” indicates the repeated bits.
When mother code length N is bigger than the code block length M, there are two schemes: selecting the transmitted bits by row or column which are shown from Figure 4(b) to Figure 4(e) where “P” indicates the punctured bits and “S” indicates the shortened bits. For puncturing rate matching scheme, read the 2d-circular buffer by row or column from the last bit until M bits are selected. For shortening rate matching scheme, read the 2d-circular buffer after skipping N-M bits from the last bit by row or column.
The LLR(s) of the punctured code bit(s) will be set to zeros and the LLR(s) of the shortened code bit(s) will be set to infinite before feeding into the decoder. 
Observation 2: Repetition, puncturing and shortening can be realized by a single 2d circular buffer.
[image: ]      [image: ]       [image: ]
 (a) Repetition by row        (b) Puncturing by column            (c) Shortening by column
[image: ]    [image: ]
 (d) Puncturing by row       (e) Shortening by row
Figure 4 Rate matching schemes of 2d circular buffer 
Performance evaluations
4.1 Performance evaluations of 2d circular buffer

Table 2 Evaluate BLER performance versus SNR for eMBB control channel
	Channel
	AWGN

	Modulation
	QPSK

	Coding
	CA-Polar with 19-bit CRC

	Decoding Scheme
	SCL decoder with L=8

	Code construction scheme
	PW sequence/FRANK construction scheme

	Rate matching scheme
	[bookmark: OLE_LINK4]shortening with bit-reversal,block rate matching, 2d-circluar buffer,

	Maximum mother code size
	512 for DL and 1024 for UL



The simulation assumptions are given in Table 2 and simulation results are shown from Figure 5 to Figure 8. The notation “ShortenBR” represents shortening with bit-reversal in [2], and “BLK” block rate matching in [9]. The repetition condition is the same with that in [12], “2d-CB” means 2d circular buffer. 
It should be noted that when the locations of information bits are selected by PW sequence and M<N, shortening shown in Figure 4(c) is used for the 2d circular buffer and the transmitted bits are read out from the 2d circular buffer by column. In this situation, the transmitted bits are read out from the 2d-circular buffer after skipping N-M bits from the last bit by column. 
[image: ]
Figure 5 BLER performance of 2d circular buffer and bit reversal shortening when Nmax=512

[image: ]
Figure 6 BLER performance of 2d circular buffer and bit reversal shortening when Nmax=1024
[image: ]
Figure 7 BLER performance of 2d circular buffer and block rate matching when Nmax=512
[image: ]
Figure 8 BLER performance of 2d circular buffer and block rate matching when Nmax=1024
When the locations of information bits are selected by FRANK construction scheme and M<N, puncturing and shortening are used for the 2d circular buffer and the transmitted bits are read out from the 2d circular buffer by row. In this situation, if the code rate R<1/2, puncturing shown in Figure 4(d)  is used and the transmitted bits are read out from the 2d-circular buffer by row from the last bit until M bits are selected; if the code rate R≥1/2, shortening shown in Figure 4(e)  is used and the transmitted bits are read out from the 2d-circular buffer after skipping N-M bits from the last bit by row. 
When PW sequence is used for code construction, the performances of bit-reversal shortening and 2d rate matching scheme are compared. From the simulation results, it can be seen that the BLER curves of 2d-circular buffer and bit reversal shortening almost coincide. In addition, the interleavers of realization bit-reversal shortening would change with the mother code length, while for 2d circular buffer the hardware can be reused. 
When FRANK construction scheme is used, the performances of block rate matching and 2d rate matching scheme are compared and the performances are similar.
Observation 3: When PW sequence is used for the code construction, the BLER curves of 2d-circular buffer and bit reversal shortening almost coincide.
Observation 4: When FRANK construction scheme is used, the performances of 2d-circular buffer and block rate matching are similar.
Proposal 1: The 2d circular buffer rate matching should be taken as a candidate of rate matching scheme of Polar codes.
4.2 Performance evaluations of other rate matching schemes
[bookmark: OLE_LINK1]The simulation assumptions are given in Table 3 and simulation results are shown in Appendix from Figure 9 to Figure 12. The notation “CB [8]” indicates circular buffer in [8]. The repetition condition is the same with that in [12].
Table 3 Evaluate BLER performance versus SNR for eMBB control channel
	Channel
	AWGN

	Modulation
	QPSK

	Coding
	CA-Polar with 19-bit CRC

	Decoding Scheme
	SCL decoder with L=8

	Code construction scheme
	PW sequence/FRANK construction scheme

	Rate matching scheme
	shortening with bit-reverse, circular buffer in [8], PW sequence,2d-circluar buffer, block rate matching

	Maximum mother code size
	512 for DL and 1024 for UL



[image: ]
Figure 9 BLER performance of different rate matching schemes when Nmax=512
[image: ]
Figure 10 BLER performance of different rate matching schemes when Nmax=1024
[image: ]
Figure 11 BLER performance of different rate matching schemes when Nmax=512
[image: ]
Figure 12 BLER performance of different rate matching schemes when Nmax=1024
From Figure 9 to Figure 10, it is observed that when PW sequence is used for the code construction, the performance of circular buffer in [8] shows a slightly better performance especially for low code rate and small information block length. The performance of PW sequence rate matching is similar with that of circular buffer in [8] except for some cases in high code rate. As it mentioned before, if the same sequence is used for code construction and rate matching and the generator matrix is sorted off-line, the two interleavers in Figure 1 can be saved and the complexity is reduced.
Observation 5: When PW sequence is used for the code construction, the performance of circular buffer in [8] shows a slightly better performance especially for low code rate and small information block length.
Observation 6: When PW sequence is used for the code construction, the performance of PW sequence rate matching is similar with that of circular buffer in [8] except for some cases in high code rate.
Proposal 2: The scheme that same sequence for code construction and rate matching should also be considered for the advantage of encoding complexity reduction.
From Figure 11 to Figure12, it is observed that when FRANK construction scheme is used, the performance of block rate matching, circular buffer in [8] rate matching schemes are similar.
Observation 7: When FRANK construction scheme is used, the performance of block rate matching, circular buffer in [8] rate matching schemes are similar.
Proposal 3: The circular buffer in [8] can be considered as a candidate for rate matching scheme of Polar codes for its overall better performance.
Conclusion
In this contribution, performances of different rate matching scheme and PW sequence and FRANK construction scheme are evaluated. In summary, we have the following observations and proposals.
Proposal 1: The 2d circular buffer rate matching should be taken as a candidate of rate matching scheme of Polar codes.
Proposal 2: The scheme that same sequence for code construction and rate matching should also be considered for the advantage of encoding complexity reduction.
Proposal 3: The circular buffer in [8] can be considered as a candidate for rate matching scheme of Polar codes for its overall better performance.
Observation 1: Through sorting the rows and columns of generator matrix by PW sequence off-line, encoder can be simplified into selecting the top left corner or bottom right corner part of the sorted generator matrix for high code rate or low code rate respectively.
Observation 2: Repetition, puncturing and shortening can be realized by a single 2d circular buffer.
Observation 3: When PW sequence is used for the code construction, the BLER curves of 2d-circular buffer and bit reversal shortening almost coincide.
Observation 4: When FRANK construction scheme is used, the performances of 2d-circular buffer and block rate matching are similar.
Observation 5: When PW sequence is used for the code construction, the performance of circular buffer in [8] shows a slightly better performance especially for low code rate and small information block length.
Observation 6: When PW sequence is used for the code construction, the performance of PW sequence rate matching is similar with that of circular buffer in [8] except for some cases in high code rate.
Observation 7: When FRANK construction scheme is used, the performance of block rate matching, circular buffer in [8] rate matching schemes are similar.
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