3GPP TSG RAN WG1 Meeting #89                                                	                                        R1-1706969
Hangzhou, China, 15th - 19th May 2017

Agenda Item:	7.1.4.3
Source:	Huawei, HiSilicon
Title:	Channel Coding for PBCH
Document for:	Discussion and Decision

[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
The following agreement regarding to NR-PBCH was achieved in RAN1#88bis meeting [1]:
Agreement:
· The primary candidates for PBCH channel coding are: 
· Polar control channel coding scheme, with Nmax <= 512, reusing same decoder
· LDPC data channel coding scheme, reusing same decoder – i.e. no new shift network, but a new base graph may be considered
· LTE TBCC may also be considered if fundamental problems are unresolved with the above candidates
· Evaluate BLER and FAR performance until RAN1#89, with the following assumptions:
· Implementable decoders, i.e.:
· For polar decoding: Lmax = 8
· For LDPC decoding: min-sum variants, flooding 50 iterations
· Info + CRC = 40-100 bits
· Target FAR is that achieved with CRC size = 16
· Starting code rate <= 1/6
· Performance to be compared based on a single transmission with no combining
· Note that it is assumed that PBCH uses Chase combining – i.e. IR is not supported.  
· Decoder power may optionally also be considered

In this contribution, we analysis the feasibility of polar code and LDPC code for NR-PBCH in terms of BLER, FAR, and decoder power consumption. 

Discussion
A channel coding scheme for NR-PBCH should consider the following major aspects:
1. BLER performance – it will affect the cell coverage.
1. FAR performance – it should be targeted at 2-16 and show stable FAR for potential configuration.
1. Decoder power – low power consumption scheme is preferred.

BLER Performance
BLER performance of polar code in [2], LDPC codes in [3] and [4] is compared, with the simulation assumptions in Table 1. 
[bookmark: _Ref480531609]Table 1 Simulation assumptions
	Channel
	AWGN

	Coding Scheme
	Polar
	LDPC scheme1 [3]
	LDPC scheme2 [4]

	Decoding algorithm
	SCL8
	min-sum variants, flooding 50 iterations
	min-sum variants, flooding 50 iterations

	Info length
	24, 32, 48, 64

	CRC length
	19
	16
	8
	16

	Payload size
	43,51,67,83
	40,48,64,80
	32,40,56,72
	40,48,64,80

	Coded bit length
	480, 576, 768, 960



For polar code, the length of CRC is increased by 3 bits to compensate the false alarm rate loss by a CRC aided decoder. The payloads (info + CRC) are coded into an N=512 polar code and repeated/punctured to match the assumed coded bit length. For LDPC codes, two LDPC designs supporting very small block length are selected for comparison where the lowest mother code rate is employed for each case. Repetition is also used to match the assumed coded bit length. The final code rates (including CRC bits) of the candidate channel coding schemes are approximately 1/12. 
[image: ]
[bookmark: _Ref480531691]Figure 1	BLER Performance of LDPC and Polar, R~= 1/12, Info = {24 32 48 64}, Target FAR =2-16

Figure 1 shows the BLER comparison of the three channel coding candidates.  Note that the performance of LDPC with a small number of CRC bits (only 8 bits) is also given, however, the target FAR is not guaranteed with such a small CRC.  Polar code shows ~0.7dB gain over LDPC code for payload size of 80 bits and ~1.3dB gain for payload size of 40 bits. Furthermore, Polar code has around 0.3dB-0.8dB gain over LDPC even if only 8-bit CRC is appended for LDPC. As shown in [9], Polar has a similar built-in error detection capability of around 4 effective CRC bits if path-metric is leveraged. Hence, Polar can achieve even larger gain over LDPC if the built-in error detection capability of Polar code is taken into consideration.
Note that in [1], it is agreed that the same decoder of the LDPC data channel coding scheme should be reused for PBCH which means that for LDPC only MPA-like algorithm can be used.  Different from list decoder for Polar, BP-like algorithm (Belief Propagation) used by LDPC code is a sub-optimal decoding algorithm and the performance gap to ML-like (say high order OSD algorithm) algorithm is large [8]. Furthermore, only Min-Sum like algorithm is implementable which has another performance gap to BP-like algorithm.

Observation-1: Polar Code outperforms LDPC by 0.7dB ~ 1.3dB for potential NR-PBCH cases. 

FAR performance
In [3], it mentioned that the build-in error detection capability of LDPC PCM, and less CRC bits can be used to reach the same FAR performance. In this section, we also investigate that, and generally, we can see that the error-detection capability of PCM varies for different information lengths and coding rates. Hence, we should take the worst case into consideration in practice. As shown in Figure 2, the error-capability of PCM for both schemes corresponds to only 1 to 3 bits at BLER 10-2 for the considered information lengths.  The FAR shown in Figure 2 is defined as:


 [image: ] [image: ]
(a)                                                                              (b) 
Figure 2	PCM built-in error detection capability. (a) LDPC scheme1, (b) LDPC scheme2
Observation-2: LDPC PCM built-in error detection capability is not stable and approximately equals to 1 effective CRC bit for the worst case, and to ~3 effective CRC bits on average.
Decoder power
Since the decoding power consumption is highly related with the computational complexity, the comparison of decoder complexity between Polar and LDPC can reflect the difference in the energy efficiency for decoding PBCH. 
We evaluate the computational complexity of LDPC [3] and Polar [2] decoders. For LDPC, LOMS (Layered Offset Min-Sum) algorithm with 50iterations is taken into consideration according to the agreement, and the total computational complexity can be expressed as [6]:

where  stands for the number of iterations,  circulating size,  the degree of the row of PCM and the degree of the column of PCM,  the number of columns of protomatrix,  the number of parity bit columns of PCM. 
For Polar, SCL-8 is adopted, and the computational complexity can be expressed as [7]

where  stands for percentage of frozen bits skipped before the first information bits over the total number of bits,  mother code length,  information block length,  list size. 
For a fair comparison, the information is set to 48, 64 and 80 bits and the coding rate to 1/12. For Polar, the encoded bits is achieved by repetition with ; for LDPC repetition is used with coding rate 1/6.
The computational complexity is shown in Figure 3:
[image: ]
Figure 3	Decoding operations needed by Polar and LDPC
There are two major reasons why an LDPC decoder for potential NR-PBCH cases presents large computational complexity.
· For short information length and low coding rate cases which are likely to be used in NR-PBCH, a practical LDPC decoder, i.e., min-sum like decoder, needs a large number of iterations to converge with higher computation complexity, leading to higher power consumption and lower energy efficiency per decoded bit. 
· A low code rate LDPC matrix is much larger than a high code rate, requiring more computations per iteration.
Observation-3: LDPC has much higher computation complexity than Polar for PBCH scenarios with short code length and very low code rate.

In order to decode PBCH using the existing eMBB data LDPC decoder, it is very likely that a new and dedicated Parity Check Matrix (PCM) is required.  An additional PCM for PBCH in a 20Gpbs-capable LDPC decoder comes at the cost of a larger hardware complexity compared to a Polar decoder that reuses the existing hardware to decode it.  The additional hardware complexity can be illustrated as:
a) Storage of the PBCH PCM. 
b) Configuration and control for up to 3 different PCMs within the LDPC decoder.
c) Additional logic in a highly confectioned routing switch network.
d) Scheduler to “switch context” with different PCMs for the decoding of consecutive codewords. 
This additional hardware leads to a hardware area increase.  As a side effect, a larger hardware complexity could jeopardize the performance of the eMBB data due to longer distances travel by data and additional signal processing per clock cycle bits inside the decoder.  A possible and realistic scenario for the eMBB data LDPC decoder is to slow down the decoder operating clock frequency to accommodate PCBH decoding, leading to lower hardware performance for both the data and PBCH codewords.
Another aspect to consider is the power consumed for PBCH decoding, as illustrated in the following scenario, where higher power-per-bit is expected to decode PBCH with the eMBB data LDPC decoder.
· If the eMBB data decoder is idle, the decoder has to be “powered-up” to process the PBCH codeword and then shut down to maintain a good power efficiency. 

Proposal-1: Polar code should be selected as the channel coding scheme for NR-PBCH.

[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusion
In this contribution, we analyze the channel coding schemes for NR-PBCH. We have the following observations and proposal. 
Observation-1: Polar Code outperforms LDPC 0.7dB~1.3dB for potential NR-PBCH cases. 
Observation-2: LDPC PCM built-in error detection capability is not stable and approximately equals to 1 effective CRC bit for the worst case, and to ~3 effective CRC bits on average.
[bookmark: _GoBack]Observation-3: LDPC has much higher computation complexity than Polar for PBCH scenarios with short code length and very low code rate.

Proposal-1: Polar code should be selected as the channel coding scheme for NR-PBCH.
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