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1 	Introduction
In RAN1 #88bis meeting, the following agreement was made on code segmentation [1]. 
Agreement:
· For TB of size TBS > KCB,max – LTB,CRC, the TB is segmented into multiple CBs
· The CBs may be further grouped into code block groups (CBGs)
· It is not precluded that CBGs in a given TB may contain different numbers of CBs

In RAN1 #88bis meeting, the following working assumption was made on base graph parameters [1],
Working Assumption: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined is {8448, 384} => Kbmax = 22
· To be confirmed automatically at RAN1#89 if no significant implementation or performance issues are identified. 
· The base graph supporting Kmax should support the following set of shift sizes Z, where :
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· FFS by RAN1#89 whether some values can removed from the above table. 
· FFS by RAN1#89 whether some of {272, 304, 336, 368} can be added to the above table.

In addition to this, some other agreements on CBG was agreed during Ran1 #88bis meeting [1]. 
Agreements:
· Confirm the working assumption as below.
· CBG-based transmission with single/multi-bit HARQ-ACK feedback is supported in Rel-15, which shall have the following characteristics:
· Only allow CBG based (re)-transmission for the same TB of a HARQ process
· CBG can include all CB of a TB regardless of the size of the TB – In the such case, UE reports single HARQ ACK bits for the TB
· CBG can include one CB
· CBG granularity is configurable


Agreements:
· The UE is semi-statically configured by RRC signaling to enable CBG-based retransmission.
· The above semi-static configuration to enable CBG-based retransmission is separate for DL and UL.

Agreements:
· For grouping CB(s) into CBG(s), the following options can be considered.
· Option 1: With configured number of CBGs, the number of CBs in a CBG changes according to TBS.
· FFS for the case of re-transmission or the case when the number of CBs is smaller than the configured number of CBGs
· Option 2: With configured number of CBs per CBG, the number of CBGs changes according to TBS.
· Option 3: The number of CBGs and/or the number CBs per CBG are defined according to TBS.
· FFS: for the case of re-transmission
· FFS on details of each option
· FFS: CBG is approximately aligned with symbol(s)
· Other options are not precluded

In this contribution, we share our views on code segmentation by considering agreements made in different agenda items that highlighted above.  
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[bookmark: _GoBack]Several important aspects that need to be considered when finalizing the code segmentation are described below. 
Transmission efficiency and power efficiency
Based on working assumption on base graph parameters, the set of shift sizes (Z) is given by  On account of maximal information bit size 8448, the maximum shift size is limited by Zmax, which is 384. Also, the number of shift sizes is limited.
With the limited number of Z values, zero padding bits will be needed at the end of each CB to match the information bits required for encoding to the CBS. This is mainly visible in the large information block sizes as we have limited number of large values in the agreed shift sizes. The spectral efficiency and power efficiency could be reduced by when the padding overhead is significantly high. Padding bits causes rate loss not only in the information bits part but also in the parity bits part. That could be a critical issue for codes with lower code rates. 
During code segmentation, multiple CBS, similar as LTE code segmentation mechanism, can be considered for well matching between information bits for LDPC encoder and supported CBS. If the zero padding can be thought of as segment fragment, this fragment can be reduced with multiple CBS, which can be thought of the container with different resolution. On account of realization efficiency, the subset of z with the same leading element can be used for one code segmentation. 
· Example: TBS = 16192. 
According to equal size segmentation scheme, the CBS is 8096 and has to add ZP to 8448 bits on account of limit Z size. Then, 352 zero padding bits are needed for each code block. If multiple CBS scheme is used, it can be divided into two code block with size 8448 and 7744 and no zero padding bits are needed. 
With this code segmentation of multiple CBS, transmission efficiency and power efficiency can be improved. On the other hand, code segmentation with multiple granularities, i.e. multiple CBS, will increase realization complexity. Therefore, further consideration is needed for the trade-off between transmission efficiency, power efficiency, and realization complexity.
Proposal 1: Reducing padding overhead shall be considered for designing code segmentation scheme.

Hardware structure and decoding latency
Decoding latency is one of important factor which determines the overall latency experienced by the user. For LDPC, parallel processing helps to avoid larger buffer requirements when supporting higher throughputs. The pipelined encoding and decoding can also be used to improve implementation efficiency and reduce the encoding/decoding delay. This is critical when supporting symbol level processing to prove extreme latency requirements. 



For the code block segmentation scheme with equal CBS, the number of CBs, denoted as C, is determined by the input bit number B and the maximum supported info bit number for one CB, i.e. . This type of segmentation principle does not have any relation to the hardware structure of the encoder and decoder. Some pipelines will be wasted when the number of CB is not multiple of pipeline number. Therefore, hardware structure for the transmission can be considered in code block segmentation to reduce decoding delay as much as possible. For the new code segmentation scheme considering hardware structure, the CB number can be , where L is parallel pipeline number. And, the CBS is B/C*. For example, input bit number for LDPC encoder is 25344 and parallel pipeline number is 4 for hardware structure. For the simple segmentation scheme, the input bits can be divided into 3 CBs and each CB has 8448 input bit. It does not consider the hardware structure and one pipeline is wasted. With our new segmentation scheme,  and CBS is 6336. Thus, the 4 parallel pipelines can be fully exploited and the decoding delay can be reduced because the CBS is reduced from 8448 to 6336.
Proposal 2: Hardware structure shall be considered in code block segmentation to reduce decoding latency.
Grouping CBs into CBGs.
When the CBG number is configured, there can be two options for CB grouping scheme. 
· One scheme is keeping the same CBS for all CBs and the CBS can be set as large as possible. 
The number of CBs within each CBG should be approximately similar. In such cases, the CB number in each CBG can be variable, still the difference should not be more than 1 CB. 
· Another scheme is keeping the same CBS for all CBs, and CB number in one CBG is also fixed. However, the CBS may be reduced to some extent relative to the first option. 
As an example, the two options are illustrated in Figure 1, where 4 CBGs are configured for 143616 input bits including CRC. For option 1, there are 17 CBs and CBS for each CB is 8448. The CB number in each CBG is (4, 4, 4, 5). For option 2, there are 20 CBs and the CB number in each CBG is (5, 5, 5, 5). CBS for each CB is 7181, which will be changed to 7744 by adding 563 padding bits on account of supported limit Z set. From performance view, LDPC code with larger CBS can achieve relative better performance in general. Option 1 has better BLER performance because of larger CBS. The total CB number for option 2 will be larger than option 1. From the statistic view, the padding overhead by supported limit Z set will be larger for option 2. Option 1 has higher transmission efficiency because of smaller padding bit number. Considering these concerns, option 1 seems to be the best way to group CBs into CBGs when number of CBGs are given. 


Figure 1: Illustration of two options for code block group scheme
Proposal 3: CB grouping scheme with maximizing CBS and having similar CB number for a CBG shall be used for grouping CBs into CBG. 
4 	Conclusions
Based on above discussion. We also make the following proposals and observations:
Proposal 1: Reducing padding overhead shall be considered for designing code segmentation scheme.
Proposal 2: Hardware structure shall be considered in code block segmentation to reduce decoding latency.
Proposal 3: CB grouping scheme with maximizing CBS and having similar CB number for a CBG shall be used for grouping CBs into CBG. 
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