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1. Introduction
In this document, we discuss some principles related to sequence design for Polar code. In last RAN1 meeting, an offline discussion on sequence design was helpful in identifying factors that may be considered in sequence design including, performance, information granularity, compatibility with rate-matching, complexity and latency.  
2. Sequence design
Constructing a polar code for a given code size N is equivalent to selecting a set of input locations to place the data bits, and freeze the remaining to frozen (in case of partiy-check Polar, there is an additional step of identifying locations of PC-frozen or parity-check bits).  We consider the conventional Polar code design here in where only frozen/data bits are considered. 
Several approximate calculation methods for identifying the input indices to place data bits have been developed.  In [1] Monte Carlo based techniques were proposed to estimate bit-channel qualities (or reliability).  [2] proposes a method to approximate the bit-channels by quantized versions in order to keep the complexity bounded.  
Typically, Polar code data indices are determined using a controllable parameter (e.g. a seed) also known as a design-SNR. In many cases, the resulting sequence may be slightly different, but that difference may not yield significant performance difference. On the other hand, supporting many different code sequences for one code size may have impact on the encoding/decoding complexity. In particular for decoding algorithms that try to benefit from order in which frozen/data bits occur (such as Simplified SC, etc) could suffer as the implementation complexity/latency can become dependent on the design-SNR. Moreover, evaluation results so far (in RAN1) seem to indicate that an SNR-independent sequence design for Polar code could provide the desired performance benefits without any perceivable drawbacks. Such sequences also show good performance for different rate-matching schemes, and also different flavors of Polar code under consideration (e.g. CA-polar, PC-polar, Hash-Polar, etc) are able to deliver the desired performance with SNR independent sequence. 
Proposal 1: SNR independent sequence for data/frozen bit location identification is supported for NR Polar code.
Intel’s code constructions are given in the text file (intelPC1.txt) in R1-164185. They are for code size N in {64, 128, 256, 512, 1024} and some code sizes larger than 1024. The evaluation of Polar codes based on these constructions for both CRC-attached Polar code and CRCless (i.e. not relying on CRC for selecting the best candidate from list) have been demonstrated in previous Intel’s contribution spanning last several RAN1 meetings. 
The codes were designed based on the quantization technique given in [4], but with slightly modified choice of quantization bins. The code design offers a nested sequence construction, wherein a single permutation vector of length N is used to represent all Polar codes of size N and information block  size K (K <N).  In particular, the permutations were designed considering the performance at arbitrary code rates for a given value of N (e.g. fixed N and variable K).
While, it may be possible to provide a single sequence of a large code size (e.g. 1024) from which the sequences of smaller code sizes (e.g. 512, 256) may be derived using pruning technique, our preference is to at least start with one sequence per value of N. If it is proven that extreme nesting (i.e. a single sequence of a large code size to support all other code sizes) has no performance degradation relative to one sequence per value of N, then it can be considered if such extreme nesting is to be supported for NR. Given the likely maximum code size of N is1024, it then seems a maximum of 5-7 sequences are required to be stored, which would be very small compared to the overall complexity incurred on Tx/Rx. Therefore we propose the following.  
Proposal 2: One sequence per value of N ( = 2n) for data/frozen bits location identification is supported for NR Polar code.
While sequence design may in itself be a self-contained topic, it can affect the overall code performance as noted in last RAN1 meeting, e.g. when used in conjunction with rate-matching techniques. For example, several types of techniques for rate-matching have been proposed for Polar coding such as shortening based rate-matching, Puncturing based rate-matching, transmission of internal bits for lowering rate, etc. Moreover for downlink control channel, there may be a special affinity to the control channel element dimensioning and aggregation levels. It is noted that such aspects should be considered when comparing the performance of overall code sequence.
3. Conclusion
We propose the following in relation to sequence design for Polar code.
Proposal 1: SNR independent sequence for data/frozen bit location identification is supported for NR Polar code.
Proposal 2: One sequence per value of N ( = 2n) for data/frozen bits location identification is supported for NR Polar code.
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