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1. Introduction
In RAN1 #88b [1], the following agreements on transmission schemes and NR-PDCCH structure have been agreed. 
	Working assumption:
· One-port transmit diversity scheme with REG bundling per CCE is used for NR-PDCCH
· FFS the bundling size
· FFS: REG bundling is also for localized mapping in time and/or frequency-domain
· Companies are encouraged to provide evaluation results for 10 MHz and 20 MHz for larger aggregation levels and 5 MHz and 10 MHz for smaller aggregation levels 
Agreements:
· MU-MIMO is supported NR-PDCCH using at least non-orthogonal DMRS.
· FFS: orthogonal DMRS for UE-specific NR-PDCCH
Agreement:
NR-PDCCH can be mapped contiguously or non-contiguously in frequency with localized or distributed mapping of REGs to a CCE (in the physical domain)
· Note: The number of contiguous REGs in the CCE needs further discussion. 
· Note: Localized/distributed mapping can be achieved without/with interleaving.
Agreements:
· A CCE may be mapped to REGs with interleaved or non-interleaved REG indices within a CORESET
· Definition of a REG bundle: The UE may assume that the same precoder is used for the REGs in a REG bundle and that the REGs in a REG bundle are contiguous in frequency and/or time 
· REG bundling per CCE is supported for NR-PDCCH
· FFS: Whether this applies to common search space
· FFS: Whether all REGs have DMRS or not
· FFS: Whether wideband precoding is supported and the definition of a REG bundle if it is supported
· FFS: whether REG bundle size is different for mapping of NR-PDCCH with or without interleaved mapping of CCE to REGs 
· FFS on REG bundle size
· FFS whether REG bundle size is configurable
Working assumption:
· A NR-CCE is defined as 6 REGs
· Candidate bundle sizes for distributed REG-to-CCE mapping: 2 or 3 REGs if NR-CCE is defined as 6 REGs
· FFS: impact of the NR-CCE definition on CORESET size, CCE aggregation levels, data resource allocation granularity, etc.




This contribution presents our view on NR-PDCCH structure and transmission scheme, specifically to address some of above FFS issues. Evaluation results of distributed NR-PDCCH with different structure options are discussed in [2]. Moreover, the DMRS design for NR-PDCCH and transmission schemes for multi-beam operation are presented in [3] and [4], respectively. 
2. Discussion
According to the agreements from RAN1#88b, a CCE may be mapped to REGs with interleaved or non-interleaved REG indices within a CORESET. Moreover, REG bundle (REGB) as a terminology is officially defined. According to the REGB definition, UE may assume same precoder used for all REGs in a REGB, and REGs in a REGB are continuously mapped in frequency and/or time domain. Furthermore REGB per CCE is supported. Given that one NR-CCE is comprised of 6 REGs, the current work assumption on candidate REGB sizes for distributed REG-to-CCE mapping are two and three REGs per REGB. Based on these agreements, distributed NR-PDCCH can be constructed by using distributed CCEs which are mapped to REGs with interleaved REG indices within the CORESET. Since REGs in a REGB can be continuous in frequency and/or time, this implies that at least two REGB options depending on the bundling domain will be supported in the specification. One FFS issue is whether REGB is also used for localized NR-PDCCH. Localized NR-PDCCH intends to apply UE-specific precoding based on e.g., UE CSI feedback, to all REGs of the NR-PDCCH continuously mapped in time and/or frequency. Hence for localized NR-PDCCH, UE may assume same precoding can be used for localized NR-CCE, which is continuously mapped in time and/or frequency. For example, a localized NR-CCE of 6 REGs can be mapped to 3(2) consecutive OSs and 2(3) consecutive RBs in frequency. It would make sense to assume same precoding being used for the localized NR-CCE. As a result, localized NR-CCE can be viewed as one REGB of 6 REGs. If no other significant benefits can be identified by using smaller REGB than the NR-CCE for localized NR-PDCCH, it could be reasonable to consider NR-CCE as the REGB size for localized NR-PDCCH. Based on this observation, this would naturally imply that REGB size can be different for localized NR-PDCCH and distributed NR-PDCCH formed by interleaved mapping of REGs to CCE.
[bookmark: p1]Proposal 1: The REGB size of localized NR-PDCCH can be larger than the REGB size for distributed NR-PDCCH, e.g., localized NR-CCE can be considered as one REGB size option for some CORESET configuration with multiple OSs.
Based on the work assumption on candidate REGB sizes of 2 and 3 REGs, distributed NR-PDCCHs with different REGB construction options such as bundling in time or frequency by 2 or 3 REGs, are evaluated for different channel conditions, CORESET configurations and REG indexing schemes in [2]. As detailed in [2], bundling sizes of 2 and 3 REGs exhibit similar performances in most cases while bundling of 3 REGs shows some performance gain over that of 2 REGs for high AL NR-PDCCH at low SNR region. However, REGB of 2 REGs can in principle provide more frequency/time diversity due to more REGBs required in a NR-CCE. It may be beneficial to use REGB of 2 REGs in some situations. In addition, as per the above agreement, the domain in which REGs are bundled, i.e., frequency or time, can be configurable anyhow. By adding configurable REGB size doesn’t seem to introduce considerable signalling overhead when such configuration is performed semi-statistically.
[bookmark: p2]Proposal 2: If no significant signalling overhead is needed, it can be beneficial to support semi-statistically configurable REGB size, e.g., bundle of 2 or 3 REGs, for distributed NR-PDCCH.  
As described above, to realize distributed NR-PDCCH transmission, NR-CCE can be mapped to REGs with interleaved REG indices in the CORESET. However, the interleaver for mapping REG indices to CCE index should be carefully designed to avoid unwanted results. For instance, we have observed several following situations where simple block interleaver derived REG indices mapping to CCE leads to poor distributed NR-PDCCH transmission in terms of achieved time-frequency diversity.
Example 1 
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Figure 1. CORESET of 2 OSs and 24 RBs in frequency domain, REGB of 3 consecutive REGs (same color) in frequency domain, REGB indices are numbered in frequency first order. CCE index is mapped to interleaved REGB indices. Each block represents a REG, and index of each block is the index of CCE.
As shown in the example illustrated in Fig. 1, CORESET is comprised of 2 OSs and 24 RBs in frequency, each REGB is comprised of 3 consecutive REGs in frequency domain, and numbered in frequency first order. Each CCE is mapped to REGBs with interleaved indices, which are output from a block interleaver, with REGB as block entry, of dimension of 8 rows and 2 columns by writing REGBs column by column and reading row by row. As illustrated in Fig. 1, the resulted CCE is in fact a localized CCE instead of distributed one. However, it would be desired to have a distributed CCE allocation shown in Fig. 2.
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Figure 2. Distributed CCE mapping in the CORESET of 2 OSs and 24 RBs and REGB of 3 consecutive REGs in frequency.
As shown in Fig. 2, it is desired that the 2nd REGB of each CCE can be as far as possible from the 1st REGB of the CCE in frequency domain.
Example 2. 
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Figure 3. CORESET of 2 OSs and 24 RBs in frequency domain, REGB (same color) of 3 consecutive REGs in frequency domain, REGB indices are numbered in time first order. CCE index is mapped to interleaved REGB indices. Each block represents a REG, and index of each block is the index of CCE.
In example 2 illustrated in Fig. 3, the CORESET and REGB configurations are same as in example 1 shown in Fig. 1. However the REGB indexing is numbered in time first order. When the same block interleaver as in example 1 is applied to map the REGB indices to CCE, the resulted CCE resource mapping is illustrated in Fig. 3. It is observed that each CCE is distributed in frequency domain, but mapped to only 1 OS instead of 2 OSs. It is envisioned that it can be beneficial to have CCE being distributed over 2 OSs in the CORESET. For example, the desired CCE mapping is shown in Fig. 4.
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Figure 4. Distributed CCE mapping in the same CORESET and REBG configuration in Fig. 3.
From above two examples, we have observed that simple block interleaver based interleaved REGB indices mapping to CCE may not lead to desired distributed CCE allocation. As such, it seems interleaver enhancement could be needed to create better distributed CCE mapping. For instance, some further adjustment on top of the output of simple block interleaver could be necessary in order to produce desired distributed CCE allocation shown in Figs. 2 and 4.
[bookmark: o1]Observation: Simple block interleaver based CCE to interleaved REG indices mapping may lead to localized or poor distributed CCE resource mapping. 
[bookmark: p3]Proposal 3: The enhancement to simple block interleaver should be FFS to achieve better distributed CCE resource mapping.
3. Conclusions
Given the discussion above, our proposals in this contribution are summarized as follows.
Proposal 1: The REGB size of localized NR-PDCCH can be larger than the REGB size for distributed NR-PDCCH, e.g., localized NR-CCE can be considered as one REGB size option for some CORESET configuration with multiple OSs.
Proposal 2: If no significant signalling overhead is needed, it can be beneficial to support semi-statistically configurable REGB size, e.g., bundle of 2 or 3 REGs, for distributed NR-PDCCH.  
Observation: Simple block interleaver based CCE to interleaved REG indices mapping may lead to localized or poor distributed CCE resource mapping. 
Proposal 3: The enhancement to simple block interleaver should be FFS to achieve better distributed CCE resource mapping.

References
[1] [bookmark: _Ref450569520][bookmark: _Ref465669131][bookmark: _Ref456787821]Chairman’s notes, RAN1 #88b, 3GPP TSG RAN WG1 Meeting, April 2017.
[2] [bookmark: _Ref462406894][bookmark: _Ref462735129][bookmark: _Ref465681828]R1-1707376, Evaluations of distributed NR-PDCCH transmission schemes, Intel Corporation
[3] R1-1707377, On DMRS design for NR-PDCCH, Intel Corporation
[4] R1-1707378, NR-PDCCH transmission schemes and multi-beam operation, Intel Corporation


5/5
image3.png
B3F-TF





image4.png
-TF

Enhanced B3F-





image1.png
Localized transmission

B3F-FF





image2.png
Enhanced B3F-FF





