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1. Introduction

In the last RAN1#88bis meeting, the following agreements were achieved ‎[1]:
Agreement:

· J CRC bits are provided (which may be used for error detection and may also be used to assist decoding and potentially for early termination)
· J may be different in DL and UL
· J may depend on the payload size in the UL (0 not precluded)
· In addition, J’ assistance bits are provided in reliable locations (which may be used to assist decoding and potentially for early termination)
· J + J’ <= the number of bits required to satisfy the FAR target (nFAR) + 6

· Working assumption: 

· For DL, nFAR = 16 (at least for eMBB-related DCI)

· For UL, nFAR = 8 or 16 (at least for eMBB-related UCI; note that this applies for UL cases with CRC)

· J’>0

· Working assumption: J”<=2 additional assistance bits are provided in unreliable locations (which may be used to assist decoding and potentially for early termination)
· Can be revisited in RAN1#89 if significant benefit is shown from a larger value of J” without undue complexity – companies are encouraged to additionally evaluate J”=8
· The J’ (and J” if any) bits may be CRC and/or PC and/or hash bits (downscope if possible)
· Placement of the J, J’ (and J” if any) assistance bits is FFS after the study of early termination techniques

· Appended?

· Distributed?

· evenly?

· unevenly? 

Agreements (for very small block lengths): 
· K=1 (if channel coding is applied):

· Repetition code

· K=2 (if channel coding is applied):

· Simplex code

· 3<=K<=11:

· LTE RM code

· Note that if NR requires a codeword size N that is not supported by the LTE RM code, then the LTE RM code will be extended by repetition as in LTE

· 12<=K:

· Polar code (single design for all control information sizes, except for possible omission of CRC bits for payloads <= ~22 bits)

In RAN1#88 meeting, the following agreements were achieved ‎[2]:
Agreement for DCI:

· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information
Working Assumption for UCI:

· Nmax,UCI =1024
· Optimise code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024
In RAN1#NR AdHoc meeting, the following agreements were achieved ‎[3]:

Agreements: 
· Performance metrics (may be based on analytic derivation)
· BLER
· FAR (with AWGN as input to the decoder)
· Polar codes for control channels support one of the following alternatives:
· Alt. 1: CRC + “basic polar” (i.e. as per above agreed description) codes
· 1a: Longer CRC
· e.g.
(J + J’) bits CRC + basic polar
· 1b: J bit CRC

· The J bits can be distributed

· The CRC can be used for both error detection and error correction
· Alt. 2: J bits CRC + concatenated polar codes 
· e.g.
 J bits CRC + J’ bits CRC + basic polar;
· J bits CRC + J’ bits distributed CRC + basic polar;
· J bits CRC + PC bits + basic polar; (i.e. PC-Polar)
· J bits CRC + Hash sequence + basic polar;
· …
· J bits CRC is only used for error detection
Polar coding is adopted for eMBB UL/DL control channels (LPDC was adopted as the coding scheme for eMBB UL/DL data channels). Coding scheme(s) for URLLC and mMTC is not yet defined.

Polar code will utilize CRC, either within the coded block or externally in another coded block in case of concatenated polar codes. 

2. Discussion

In this document we propose a method that utilizes the polarity of the un-coded bits and effectively reduces the Polar code rate. Some of the information bits are removed from the payload and signalled implicitly through a specific sequence scrambled with some of the most reliable data bits. 

More precisely, during the polar encoding of block size N, Dref bits are transmitted only over the channels with highest capacity after the polarization process; the remaining N - Dref channels are frozen and not used for data transmission. The proposed encoding scheme utilizes only D < Dref channel with highest capacity to transmit information bits, resulting in a lower code rate and hence stronger error protection (equivalently, Polar code graph construction parameter e for erasure/error probability shall be set according to the code rate: eref = 1 - Rref and e = 1 - R). The remaining S = Dref - D information bits are implicitly signalled by scrambling the most reliable D’ < D information bits with 2S different scrambling sequences. The most reliable number of selected bits to convey the implicit indication, D’, shall be set to optimize the decoding probability of both the explicit and implicit information, while taking into account (i) maximal hamming distance of scrambling sequences and (ii) the capacity of selected bits.

The proposed design significantly improves the block error rate (BLER) performance, or alternately obtains higher spectral efficiency. However, at the Polar decoder, these 2S scrambling hypotheses need to be tested which increases the decoder complexity (with only multiple de-scrambling and CRC checking); moreover, there is an increased rate in false alarm (FAR) due to those multiple hypotheses testing. On the contrary, in some use cases there is no need to test all hypotheses and only one hypothesis is tested (e.g. cell-ID in DCI to reduce the inter cell interference, repeated ACK/NACK in UCI); for these cases there is no increase in the false alarm rate and decoding complexity.

To summarize, we have a trade-off between BLER performance and False-Positive-Rate (FPR, or FAR) performance. These are two important performance metrics for Polar codes. With our proposed method, we assure minimal increase (or no increase at some cases) in FAR to improve the BLER.
Main principals for the coding:
· The reliability of bits is determined according to the capacity of bits channel.

· Implicit indication could be applied by scrambling the selected set of bits with pre-defined sequences, where each sequence represents a specific indication from the set of possible indications. 

· The most reliable number of selected bits to convey the implicit indication shall be set to optimize the decoding probability of both the explicit and implicit information, while taking into account (i) maximal hamming distance of scrambling sequences and (ii) the capacity of selected bits.

Generally we can say that for a CRC to pass for a wrong hypothesis is unlikely since all the “less reliable” bits need to be correct, while some of the “most reliable” bits conveying the implicit indication need to be incorrect (in such a way that the sequence becomes one of the other sequences, otherwise CRC should not pass). Longer scrambling sequences to convey the implicit info make it harder for one sequence to become another.

The encoding/decoding schemes are illustrated in Figure 1.
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Figure 1: Encoding/decoding with implicit indication by scrambling some of the data bits.

Same amount of information bits is mapped to data bit location according to Polar code construction, where the D’ locations with highest capacity are used twice (D + S = Dref without implicit indication).
Example:
Simulated Polar block size of 64 with 38 uncoded bits, divided to 22 bits for the message payload and 16 bits for CRC; 3 bits are implicitly signalled. We expect a false positive rate of about 1/216 = 1.5*10-5  deriving from the CRC, roughly multiplied by the number of tested hypotheses for worse-case.

For comparison, we simulated 38 uncoded bits with shortened CRC (only 13-bits) in order to have same coding rate with regular Polar coding.

Simulated results are given below. The false-positive rate is calculated for the UE message, checking false positive when the CRC pass but the message is incorrect and checking false positive when CRC pass with a different tested hypothesis. We observe the proposed scheme has lower false-positive rate when compared to regular coding with shorter CRC, since it takes advantage of the polarity by selecting the scrambling locations according to the capacity of bits channels.

One important observation is that it is preferable to choose as many data bit location for scrambling as long as their capacity is kept close to 1 (e.g. scenario 3 would be best choice); Long scrambling sequences to convey the implicit info make it harder for one sequence to become another. With such selection the false-positive rate is decreased.

[image: image2.emf]0 20 40 60 80

Bit channel index [n]

0

0.5

1

C

a

p

a

c

i

t

y

Capacity of bit channels (scenario 1)

26 frozen bits

38 data bits

0 20 40 60 80

Bit channel index [n]

0

0.5

1

C

a

p

a

c

i

t

y

Capacity of bit channels (scenario 2)

29 frozen bits

35 data bits

8 masked data bits

0 20 40 60 80

Bit channel index [n]

0

0.5

1

C

a

p

a

c

i

t

y

Capacity of bit channels (scenario 3)

29 frozen bits

35 data bits

15 masked data bits

0 20 40 60 80

Bit channel index [n]

0

0.5

1

C

a

p

a

c

i

t

y

Capacity of bit channels (scenario 4)

29 frozen bits

35 data bits

26 masked data bits

0 20 40 60 80

Bit channel index [n]

0

0.5

1

C

a

p

a

c

i

t

y

Capacity of bit channels (scenario 5)

29 frozen bits

35 data bits


Figure 2: Capacity of bits channels @ Block size N = 64.
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scenario 1: 22 explicit bits + 16 CRC bits, reference

scenario 2: 3 implicit bits, 19 explicit bits + 16 CRC bits

scenario 3: 3 implicit bits, 19 explicit bits + 16 CRC bits

scenario 4: 3 implicit bits, 19 explicit bits + 16 CRC bits

scenario 5: 22 explicit bits + 13 CRC bits, reference for shorter CRC


Figure 3: BLER and False-Positive Rate @ Block size N = 64.

Although we prefer D’ to be as large as the bits channel capacity allows, there are some practical considerations for the amount of S bits: In case multiple hypotheses need to be tested it would be preferable to implicitly indicate only a few bits (for less hypotheses testing). An example for implicit signalling of NR-SS block time index is given in our companion contribution ‎[4].
On the contrary, there are examples where the scrambling sequence is actually indicating on a repeated transmission to make this info more robust; for cases where we repeat transmission of explicit indication, only one hypothesis is tested and decoding complexity is not increased. Also we are not limited to just a few bits for the implicit information. Such examples could be: 
1) Cell-ID in DCI: In LTE, the attached CRC of DCI payload is masked with the RNTI to indicate the UE that the DCI is addressed to it, and the whole signal is scrambled with cell-ID based pseudo random sequence to reduce the inter cell interference (DCI transmitted from one eNB detected as from another eNB for same RNTI, and possibly different UEs). The existing implicit indication of cell-ID has false positive deriving from inter cell interference. With the proposed method, no multiple hypotheses are needed and false-positive rate deriving from inter cell interference is reduced compared to LTE.
2) ACK/NACK for UCI: Implicitly signal the ACK/NACK. Another option is to use this implicit signalling together with the (conventional) transmission of ACK/NACK to improve its reliability/latency (could be very useful for URLLC). Meaning ACK/NACK feedback is sent explicitly, but at the same time, selected locations of data bits with highest reliability tangled with other UCI info are conveying as well this ACK/NACK feedback.
Proposal 1: Some of the information bits can be scrambled with different sequences to implicitly indicate on additional information. 
From agreements above, J’ bits may be CRC and/or PC and/or hash bits. However, using those bits for implicit indication does not contradict this agreement. Implicit indication of some additional information would improve BLER and/or reliability, especially when it relies on the most reliable bits.
Proposal 2: J’ assistance bits provided in reliable locations may be used to convey implicit indication. 

3. Conclusion

In this contribution we provide a method to implicitly signal additional information using Polar codes; Improving BLER while keeping low FAR. 

Proposal 1: Some of the information bits can be scrambled with different sequences to implicitly indicate on additional information.
Proposal 2: J’ assistance bits provided in reliable locations may be used to convey implicit indication.
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