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1. Introduction
In RAN1#88bis meeting, following agreements in terms of Type II codebook design were reached [1].
Agreements:
· Study mechanisms targeting efficient use of peak and/or average CSI overhead for CSI feedback Type II.
· For Category I, e.g.
· Mechanism 1: Frequency selective precoding feedback with delay-related parameter(s) (e.g. R1-1704884, R1-1705927)
· Mechanism 2: Differential CSI reporting in time domain h(e.g. R1-1705349, R1-1705588)
· Mechanism 3: Uneven quantization bit allocation for the beam amplitudes or/and phases (e.g. R1-1705076)
· Mechanism 4: Matrix quantization considering inter-layer orthogonality for W2(e.g., R1-1704408)
· Note: performance should be also considered for overhead reduction 
· Other examples are not precluded. 
Agreements:
· For Type II CSI feedback (Cat 1, if supported), at least rank 1 and rank 2 are supported
· FFS other ranks
· For beam selection:
· Support at least unconstrained beam selection from orthogonal basis
In this contribution, we discuss various detailed design aspects on linear combination codebook.
2. Discussion on linear combination based CSI feedback 
Linear combination based CSI feedback has drawn much recent attention due to its potential to enhance the beamforming gain. The linear combination of K beams for l-th layer can be represented as

where  denotes the n-th 2D-beam selected for l-th layer and r-th polarization direction, and  denotes the coefficients associated with , including both amplitude and phase. From the analysis on channel property, the beams selected for different layers and pols in the same panel can be identical to reduce feedback overhead. Then the precoder for L layers is 

where W1 contains the selected beams, and in W2,  denotes the vector containing coefficients for each layer and pol. In this section, we discuss the design of linear codebook based on the above structure. 
2.1 General design principles for LC codebook in NR
[bookmark: _GoBack]In LTE Rel-14, linear combination codebook is agreed with constrained orthogonal beam combination supporting up to 2 layers. However, due to the limit of CSI overhead in LTE PUCCH, only two beams are combined. Since LC codebook shows good gain over single-beam codebook especially in the scenario with rich scatters, more beams combined would lead to better performance. Hence 2-beam combination does not make full use of the potential of linear combination. Moreover, as the advanced CSI in Rel-14 is targeted on MU CSI, linear combination codebook only support up to 2 layers. Hence the Rel-14 LC codebook cannot support high-rank transmission as well. This also limits the performance of linear combination codebook, especially in the cases of SU transmission and MU transmission with up to 4 SU layers. Since 4-antenna commercial UEs have been more and more common, and NR supports up to 12 orthogonal DMRS ports for MU, rank>2 transmission has become an important use case in NR. Simulations are conducted to verify the benefit of higher rank LC codebook. Single panel with (N1, N2, O1, O2) = (4, 4, 4, 4) is applied and UE is equipped with 4 receive antennas. We simulated two schemes in 3D-UMi scenario with FTP service. As for MU transmission, the number of maximum co-scheduled transmission layers is 12. Maximum SU rank in MU is 4, and the maximum number of paired UEs is 3. Simulation result is shown in Figure 1.

Figure1. Rank 1-4 LC codebook vs. Rank 1-2 LC codebook
It can be observed from Figure 1 that both mean performance and cell edge performance are significantly improved with higher rank LC codebook, at least 20% mean performance gain and 9% cell edge gain are achieved. Hence we have the following proposal giving general design principles for LC codebook in NR considering the above aspects. 
Proposal 1: NR should support linear combination codebook based on constrained orthogonal beam combination in LTE Rel-14 with at least the following enhancements:
· Support up to rank-4.
2.2 Beam selection

It is worthy to note that when the antennas antenna number and oversampling factors are large, a tremendous number of orthogonal beam groups can be identified in the whole 2D DFT vector space. Theoretically, we should choose the best orthogonal beams as basis. However, this approach may also cause feedback overhead problem, as for N1*N2 antenna array, totally  possible combinations need to be quantized. One approach balancing both feedback overhead and performance is to pre-define limited beam selection patterns for different scenarios. The beam selection patterns can be configured through high-level parameters, and each pattern includes M orthogonal beam groups. UE only needs to dynamically choose and feed back the best beam group out of M. Following this approach, the  overhead of beam selection is only log2M bits, which is far below the unconstraint beam selection scheme.
For the beam selection approach using resource-level and/or port-level beam information feedback, this beam group pattern configuration can be performed by beam grouping based spatial restriction. Specifically, gNB indicates UE how to group the ports/resources, and UE selects beams based on the best beam and beam grouping. Then UE also needs to calculate the associated phase and amplitude of the coefficients. The details on beam grouping and spatial restriction are illustrated in our companion contribution [2].
Based on the orthogonal beam pattern design, we show the simulation results for 32 ports and up to 2 layers in Fig. 2. Amplitude coefficient and phase coefficient are quantized with 2-bit and 3-bit respectively and fed back in sub-band. Other system simulation parameters are attached in Appendix. It is seen from the simulation results that, with only 2 bits for beam selection, the proposed scheme nearly performs the same with unconstraint scheme.

Fig.2 Simulations results for different beam selection schemes
Based on the analysis and simulation results, we have the following proposal.
Proposal 2: NR should consider both performance and feedback overhead for linear combination feedback.
· Grouping-based restricted orthogonal beam selection is a good candidate.
2.2 Coefficient design
In LTE Rel.14, as mentioned above, LC codebook is designed to enhance MU CSI. Hence Rel.14 LC codebook supports up to two layers. Moreover, since MU algorithm can help to diagonalize the channel, orthogonality among layers is not achieved in Rel.14 LC codebook. However, if LC codebook is supported for high-rank SU transmission in NR, orthogonality among layers need to be studied for LC codebook as it impacts the resulting performance. 
For LC codebook, the typical implementation algorithm is to search the best beam group and then to calculate and quantize the coefficients with signal processing algorithm such as LS. Compared with exhaust search of the codebook, this approach can find the near-optimal precoder with lower complexity. However, as the coefficients are usually computed to minimize the square error, it’s difficult to guarantee the orthogonality among layers, which helps to optimize the inter-layer interference. In order to achieve orthogonality among layers, some specified constraints need to be imposed on the coefficients. Moreover, coefficients with constraints would cost smaller overhead than unrestricted design. From the perspective of performance, the constraints would hurt the optimality in terms of least square error, but may also have some positive impact in terms of inter-layer interference minimization. Hence the constraint has to be designed carefully to trade-off between square error and inter-layer interference. It cannot be too strong to degrade the performance due to the break on least square error. In the remainder of this subsection, we give a specific coefficient design to achieve inter-layer orthogonality.
For arbitrary two layers, l1 and l2, from L layers, the linear combination precoders can be expressed as follows.


In order to achieve inter-layer orthogonality, we need  . Since the selected beams  are mutually orthogonal, it yields

Then it can be concluded that the sufficient and necessary condition to achieve inter-layer orthogonality is to achieve orthogonality among columns for the following 2N*L matrix

Based on the theory of unitary space parameterization, any matrix with orthogonal columns can be parameterized with Givens rotations. Hence to achieve inter-layer orthogonality, A can be quantized with the following expression
                                                       (1)
where  denotes the first L columns of the unit matrix, and  is a 2N*2N diagonal matrix as follows.

 is a matrix transferred from the unit matrix by converting its (n,n)-th, (m,m)-th, (n,m)-th and (m,n)-th entries into the following submatrix

In the above expressions, 2N*L matrix A is expressed by  parameters  and  to achieve inter-layer orthogonality. In fact, for unrestricted coefficient feedback, totally  parameters are required for both amplitudes and phases of entries in A, which means CSI overhead for  parameters can be saved. Further,  parameters  can be regarded as angle rotations of orthogonal basis , which are related to the amplitudes of the entries in A.  parameters  can be regarded as phase shifts of , which are related to phases of the entries in A. Hence  can be wideband report, whereas  can be subband report. Additionally, as the structure in equation (1) can be regarded as sufficient and necessary condition of inter-layer orthogonality, it is not a too strong restriction. Thus good performance trade-off between square error and inter-layer interference can be foreseen. Therefore, compared with unrestricted feedback on the amplitudes and phases of the entries in A, feedback constructed by equation (1) has the following advantages
· Inter-layer orthogonality is achieved.
· Good performance trade-off between square error and inter-layer interference.
· CSI feedback overhead is reduced.
· Flexibility of configuring WB and SB feedback for different parameters is retained.
From the perspective of UE complexity, exhaustive search for  and  may bring too much complexity. In fact, the following procedure can be used to calculated  and  with quite low complexity.
Step 1: Calculate (). Firstly UE calculates the original coefficient matrix  via selected beams and channel eigenvectors V. Creat a diagonal matrix  where diagonal elements are corresponding to the phase of elements in the first column of . Then transform the first column of  into real by equation (2). As only the relative phase shifts information of beams will be useful,  is obtained by equation (3)：

 (2)

                                                  (3)
Step 2: Iteratively Calculate,n=2,3…2N：Transform the second element in the first column of  into zero by  as mentioned before, where  is expressed through equation(4).

                                 (4)

                             (5)

Then recursively calculate  from  and transform its nth element in the first column to 0 until the first column of coefficient matrix becomes a unitary vector. Thus  parameters  and  for the first layer are obtained.
Step 3: Iteratively perform the procedure described by step 1and step2 to other layers. Finally all the parameters  and are acquired. 
It can be verified that the proposed scheme saves 31.25% CSI overhead compared with unrestricted coefficient feedback. Therefore, the proposed scheme can be also seen as an overhead reduction mechanism, i.e., Mechanism 4 in Section 1. Detailed analysis and evaluation of different overhead reduction schemes are given in next subsection. Based on Fig.3 in next subsection, the following observation can be obtained. 
Observation 1: Compared with unrestricted coefficient feedback, the proposed inter-layer orthogonality construction using matrix quantization
· barely causes performance reduction
· saves CSI overhead
Based on the above observation, we have the following proposal
Proposal 3: NR should support inter-layer orthogonality on the coefficient design in linear combination codebook.
2.3 Feedback overhead reduction
Though higher resolution CSI can bring significant performance gain compared with LTE Class A codebook, the relative large feedback overhead consumes large uplink resource. In Rel-14 advanced CSI codebook, in order to reduce the burden of overhead problem, only 2 beams are used to construct the LC codebook, and the amplitudes of coefficients are fed back in wideband. In NR, with the increase in the number of combined beams and introduction of SB amplitudes, the feedback overhead is even larger. Thus, mechanism to reduce the feedback overhead is necessary. From previous subsection, it can be concluded that that matrix quantization (Mechanism 4) is a good candidate. In this subsection, we analyze the other 4 mechanisms proposed in last meeting.
Mechanism 1: Frequency selective precoding feedback with delay-related parameter(s).
It is well known that phase shift of beam in frequency domain is caused by multipath delay in time domain, so we can design feedback schemes considering the correlation of phase coefficients in frequency domain. Study in [3] shows that the phase coefficients of each beam over all subbands can be modeled linearly or piecewise linearly. However, to support this mechanism, it is not necessary to introduce a new codebook. A simple way is to let UE report CSI of partial subbands only. Then gNB can perform interpolation to recover the whole CSI. This approach achieves almost the same performance as the proposed codebook, and gNB can has the flexibility to use high-order interpolation algorithm to boost the performance further. Hence it can be discussed in the details on feedback modes.
Observation 2: Mechanism 1 can be implemented via partial SB CSI feedback.
Mechanism 2: Differential CSI reporting in time domain.
Strictly speaking, differential CSI reporting in time domain could not reduce overall feedback overhead. It divides a large CSI report into multiple small CSI report instances, and each CSI report instance may carry PMI, and/or RI, and/or  CQI information. Two differential CSI report schemes, i.e., self decodable and incremental CSI, are raised in RAN #88bis meeting. 
Opt A1: Self-decodable CSI
For self decodable scheme, each CSI instance can be seen as an independent CSI acquired by partial PMI. After receiving all CSI report instance, gNB combines all received CSI to form final RI and CQI. This scheme seems attractive, but it may face following two tricky issues: 
(i) Later CSI derived by those poor-quality beams will harm system performance. The worst case is that the amplitude coefficients of those weaker beams are 0 which lead to all-zero codeword. 
(ii) How to derive final RI and CQI from each partial RI and CQI is an even more challengeable problem, which needs further study.
Opt A2: Incremental CSI
For incremental CSI scheme, the 1st CSI instance is self decodable, later CSI instance will be calculated based on former CSI instance until gNB acquire all CSI information. This scheme can avoid the issues caused by the previous method. However, error propagation occurs if the first CSI report is incorrect or missing.
From the perspective that how the overall PMIs are divided into multiple instances, the following options can be identified.
Opt B1: Overall PMIs are divided into multiple instances per beams
Opt B2: Overall PMIs are divided into multiple instances per layers
For Opt B1, each report instance contains lower-resolution CSI. Hence performance loss is expected due to lower resolution. For Opt B2, each instance contains higher-resolution CSI for partial layers. Although only partial layer CSI is reported, gNB can co-schedule more UEs to perform MU transmission with partial layer CSI. Thus the performance loss of Opt B2 is not large.
Observation 3: For Mechanism 2, the following options need to be further studied
· Opt A1: Self-decodable CSI.
· Opt A2: Incremental CSI.
· Opt B1: Overall PMIs are divided into multiple instances per beams.
· Opt B2: Overall PMIs are divided into multiple instances per layers.
Mechanism 3: Uneven quantization bit allocation for the beam amplitudes or/and phases


In earlier contribution [4], we proposed to allocate unequal quantization bits on different beams. Specifically, for those stronger beams or leading beam, we can maintain original quantization level, whereas fewer feedback bits are allocated for those weaker beams. It is natural to implement uneven quantization by CSR. Take subband amplitude coefficients for example, suppose that L beams are used to construct codebook and transmission rank is r, so  amplitudes need to be reported. Therefore, we can construct a  bitmap to indicate the quantization state of each coefficient. By doing this, the performance is not degraded significantly, but the feedback overhead can be reduced. Moreover, specification impact is quite small by using CSR to achieve uneven quantization.
Observation 4: Mechanism 3 can be implemented by CSR on W2.
Mechanism 5: WB/SB differential quantization for beam amplitudes

This is a mechanism proposed in last meeting but it’s not included in the agreement in Section 1. The intention of this mechanism is to reduce SB amplitude overhead. For example, for totally 2-bit quantization states, e.g. , UE can first quantize wideband amplitude coefficients with [1, 1/2], then UE feeds back an offset index [-1, 1] for each subband. It is obvious that this solution can reduce the subband feedback overhead, and specification impact is also quite small. However, performance reduction is expected.

We conduct simulation to compare the performance of Mechanism 3, 4 and 5. Antenna layout (N1, N2, O1, O2) = (4, 4, 4, 4) and 3D-UMi channel model with FTP service is applied, UE is configured with 2 antennas, other system parameters can be found in appendix. As for LC codebook related parameters, we pick up L = 4 orthogonal beams to construct LC codebook, both amplitude and phase are fed back in subband. Amplitude coefficient quantization set is , phase coefficient is quantized by 8PSK. 

Fig.3 Performance comparison for overhead reduction mechanisms
Simulation results are shown as Fig.3. It can be seen that orthogonal W2 scheme perform the best among three overhead reduction mechanisms with about 31.25% subband feedback overhead saved. Its performance is almost the same as the baseline scheme. There is performance degrade in uneven quantization, with about 1% mean performance loss and about 3% cell edge performance loss. In our design, uneven quantization is applied for both amplitude and phase coefficients via CSR. As for WB/SB differential amplitude scheme, there is large performance loss, up to 8% cell edge performance loss is observed, but only at most 20% subband overhead is saved.
Observation 5: WB/SB differential amplitude feedback scheme causes large performance loss compared with other overhead reduction schemes.
2.4 Type II Category 3
Type II Cat. 3 is another effective methodology to let gNB acquire high-resolution CSI. Generally, BF CSI-RS and Class-B-like report are employed in Cat.3 to facilitate UE’s report of linear combination based CSI. The following candidates can be identified for Cat.3. 
Scheme 1: Class-B-like approach
In this scheme, gNB acquires orthogonal basis information via channel reciprocity. The orthogonal basis can be orthogonal beams or eigenvectors. Then gNB sends BF CSI-RS with the basis and/or amplitude. Full high-resolution CSI can be acquired through UE’s measurement and report based on the BF CSI-RS and port selection/combination codebook, which is a Class-B-like codebook. 
In NR, as the number of antenna elements to form each TXRU can be quite large, e.g., full-connection or high-frequency scenarios, narrow beam should be used as the basis for linear combination. As accuracy of channel reciprocity is impacted by various issues and narrow beam selection is sensitive to channel variation e.g. due to blockage, it is not robust to select narrow beams solely from reciprocity. Then to achieve better beam combination with channel reciprocity, a better way is to let gNB generate more than 4 beams based on channel reciprocity, and UE performs port selection and 4-beam combination based on the codebook.
Scheme 2: Hybrid CSI based approach
This scheme can be regarded as a two-step scheme. gNB acquires orthogonal basis information, e.g., DFT beam based basis, through UE feedback. One effective way to acquire these beam information is through beam management. Several beams can be identified through RSRP measurement. The number of beams can be (and is usually) larger than 4, which is the maximum number of beams supported by W2 in Cat. 1. Then a port selection codebook is needed to choose the best beam group in candidate beams. To acquire accurate instant CSI, this port selection should be performed not based on RSRP measurement, but based on channel correlation or CQI considering W2 coefficients. Hence this port selection should be contained in Cat3 codebook design.
Based on the above analysis, we have the following proposals.
Proposal 4: For Type II Cat.3, NR should consider both Class-B-like approach and hybrid CSI based approach.
Proposal 5: For Type II Cat. 3, port combination should be performed after port selection based on codebook.




Final design on Type II Cat.3 can be summarized as follows. For Type II Cat.3, X-port CSI-RS is configured. Moreover, is configured similarly as Cat.1. The resulting precoder is dual-stage .  performs port selection, where L ports are selected from X ports. performs linear combination to combine the selected L beams with both amplitudes and phases. 




Specifically, , where the l-th column of is . Some restrictions on the selection of  need to be defined in W1 codebook. Further, 




where  and are the amplitude and phase of the coefficient for polarization r, layer n and beam l. W1 is WB, phase in W2 is SB and amplitude in W2 can be configured to WB or SB.
Some restrictions should be considered for W1 port selection codebook. For example, in order to avoid selecting two or more DFT beams corresponding to one path, the restriction for direction difference should be defined for any two selected beams. Moreover, as gNB uses more than one beam group to be selected through W1 codebook, the restriction on W1 codebook should also strive to achieve orthogonal beam selection in UE side.
Proposal 6: For Type II Cat.3, some restrictions on W1 port selection codebook should be considered.
3. Conclusions
In this contribution, we discuss the aspects involved in LC based CSI feedback.  Based on the above discussion and simulations, we have the following observations and proposals for Type II Cat.1.
Proposal 1: NR should support linear combination codebook based on constrained orthogonal beam combination in LTE Rel-14 with at least the following enhancements:
· Support up to rank-4.
Proposal 2: NR should consider both performance and feedback overhead for linear combination feedback.
· Grouping-based restricted orthogonal beam selection is a good candidate.
Observation 1: Compared with unrestricted coefficient feedback, the proposed inter-layer orthogonality construction using matrix quantization
· barely causes performance reduction
· saves CSI overhead
Proposal 3: NR should support inter-layer orthogonality on the coefficient design in linear combination codebook. 
For Type II overhead reduction, we have the following observations.
Observation 2: Mechanism 1 can be implemented via partial SB CSI feedback.
Observation 3: For Mechanism 2, the following options need to be further studied
Observation 4: Mechanism 3 can be implemented by CSR on W2.
Observation 5: WB/SB differential amplitude feedback scheme causes large performance loss compared with other overhead reduction schemes.
For Type II Cat.3, we have the following proposals.
Proposal 4: For Type II Cat.3, NR should consider both Class-B-like approach and hybrid CSI based approach.
Proposal 5: For Type II Cat. 3, port combination should be performed after port selection based on codebook.
Proposal 6: For Type II Cat.3, some restrictions on W1 port selection codebook should be considered.
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Appendix
	System level simulation parameters

	Scenarios
	3D-Umi

	Antenna Configurations
	2x1 virtualization, with 130°tilt

	Antenna Spacing
	(dV,dH)=( 0.8λ, 0.5λ)

	Number of UE antenna
	2Rx or 4Rx cross-polarized antenna

	Traffic model
	FTP 1 with packet size 0.5M byte or Full Buffer service

	OLLA
	Target at 10% BLER

	CSI-RS
	Period is 5 ms and overhead is accounted.  

	Transmission rank
	Adaptation between rank-1~4 or 1~2

	SU/MU pre-coding
	BD

	Scheduling
	MU, Proportional fair, 2 or 3 UEs, 2, 8, or 12 layers

	CQI/PMI reporting interval and frequency granularity
	5ms for CSI, 6RB

	Feedback scheme
	Rel-12 enhanced CSI feedback, PUSCH mode 3-2, Ideal channel covariance /PMI feedback

	Delay for scheduling and AMC
	6ms

	Receiver
	MMSE-IRC. With non-ideal interference covariance matrix estimation by using complex Wishart distribution with 12 degrees of freedom (Model in TR36.829 with DMRS based sample covariance matrix)

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	4

	Feedback Assumption
	
Non-ideal modeling of channel estimation error modeling is used, based on DMRS for data demodulation, based on IMR for interference measurement

	Handover margin 
	3dB 



Scheme1    rank 1-2: LC codebook, rank 3-4: Rel-14 codebook
Scheme2    rank 1-4: LC codebook
RU = 0.5, Scheme1	Mean	5%	1	1	RU = 0.5, Scheme2	Mean	5%	1.2084439723844898	1.1472125435540081	RU = 0.2, Scheme1	Mean	5%	1	1	RU = 0.2, Scheme2	Mean	5%	1.2047101449275381	1.0919786096256678	Gain
32 Ports UMi Scenario,  60% RU
(N1,N2) = (4,4), Unconstraint	Mean	5%	19.059999999999999	9.31	(N1,N2) = (4,4), Constraint	Mean	5%	18.670000000000005	8.9700000000000006	(N1,N2) = (8,2), Unconstraint	Mean	5%	18.82	9.2299999999999986	(N1,N2) = (8,2), Constraint	Mean	5%	18.38	9.09	Baseline	Mean	5%	1	1	Orthogonal W2	Mean	5%	0.99851190476190232	0.99593495934959364	Uneven quantization	Mean	5%	0.98809523809523814	0.97154471544715471	WB/SB differential Amp	Mean	5%	0.96837797619047794	0.92411924119241196	Gain
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