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In RAN1#88 meeting, an agreement was reached to adopt Polar codes for both UL and DL control channels in NR (except for very small block lengths where repetition/simplex/Reed-Mueller block codes are used). 
This contribution provides a theoretical framework to classify different puncturing-based rate-matching methods so that derivative methods may be identified.  We consider puncturing schemes that satisfy a nested property which limits the amount of storage required for the different puncturing patterns used to attain different code lengths.   This property mirrors the nested property of information sets at different code rates.  We classify nested puncturing schemes into two types, depending on where the first punctured bit lies. We provide characterization on the mutual relationship between the two types and their relationship with the information set selection.  All existing puncturing schemes proposed by different companies belong to one of these types. In addition, we consider a nested puncturing scheme that derives the puncturing patterns directly from the nested sequence information sets used at the input of the polar encoder.
Puncturing-Based Rate-Matching
In this section, we study puncturing-based rate-matching methods.  Let  denote the target code length after puncturing, let  be the length of the mother polar code, and let  be the number of punctured bits.
Nested Puncturing
Definitions
For each , let  denote a puncturing pattern, i.e. a set of  punctured code bit indices, applied to a mother code of length  to attain the target code length of .  In principle, to support all possible code lengths, the collection  of puncturing patterns must be stored or computed on-the-fly for all supported values of mother code length .  To reduce storage requirement, we propose to consider only sequences of nested puncturing patterns that satisfy:
Nested Puncturing Property:  		    whenever  .
This nested puncturing property mirrors the nested information-set property used to derive the information bit locations for different code rates at the encoder input.  We refer to a collection of puncturing patterns  that satisfy this property as a sequence of nested puncturing patterns.  Similar to the nested information-set sequence, to store a sequence of nested puncturing patterns, one only needs to store an ordered index sequence , with  for all such that  (which contains only one element) with  being an empty set and .
Most of the previously proposed puncturing schemes (or sequence of puncturing patterns) satisfy the nested puncturing property and can be classified into two types:
Type I:  	Puncturing from Start -	Begin puncturing from index 0, i.e. 
Type II:		Puncturing from End - 	Begin puncturing from index , i.e. 
			(also known as shortening)
In [4], it has been observed that Type I puncturing typically performs better at low code rates while Type II often performs better at high code rates.  

Relationship with Information Set
For each puncturing pattern , there is a corresponding set  of bit-channel indices that should be frozen, or excluded from carry data bits, at the input of a polar encoder in order to ensure that the resulting generator matrix has full rank and that the data bits are decodable with a successive cancellation (list) decoder.  In general,  may overlap with the information set  used to indicate the locations of the bit-channels where  data bits are carried.  In this case, the information set should be adjusted to avoid selecting bit channels with indices in  to carry data.  For example, when an information set is chosen based on a reliability sequence (as proposed in [2] for example), indices in  should be skipped when choosing the information set.
In some cases,  can be chosen exactly equal to , but it is not true general.  For convenience, we refer to a puncturing pattern  as reciprocal if  can be chosen as , and we refer to a puncturing method as reciprocal if it results in a sequence of puncturing patterns  for different number of punctured bits such that  for each .  The reciprocal property is desirable as only one set of ordered index sequence which is needed for both input and output of the encoder in order to implement the puncturing scheme. 
For Type-I puncturing (i.e. from start), it can be shown (based on the results in [1]) that a necessary and sufficient condition for  to be reciprocal is that it satisfies
One-covering Property:  If  and , then  .
where  means that for every digit of ‘1’ in the binary representation of index , the corresponding digit in the index  must also be ‘1’. Intuitively, this means that  has as least as many “1” as  does in the binary representation.  For convenience of description, we refer this as  “one-covers”  .  For example, the index with binary representation ‘1001’ one-covers ‘0001’, ‘1000’, and ‘0000’. 
Similarly, for Type-II puncturing (i.e. from end), a necessary and sufficient condition for  to be reciprocal is that it satisfies
 Zero-covering Property:  If  and , then  .
where  means that for every digit of ‘0’ in the binary representation of index , the corresponding digit in the index  must also be ‘0’. Intuitively, this means that  has at least as many “0” as  does in the binary representation.  For convenience of description, we refer this as  “zero-covers”  .  For example, the index with binary representation ‘1001’ zero-covers ‘1101’, ‘1011’, and ‘1111’. 
It can be verified that most of the puncturing methods proposed by different companies yield a sequence of puncturing patterns, each satisfying one of these two properties.  All the puncturing schemes being investigated in this contribution generates puncturing patterns that satisfy one of these two properties.
Observation 1 A puncturing pattern is reciprocal if either the one-covering property or the zero-covering property is satisfied.
1. Adopt nested puncturing methods for NR control channels.
1. Adopt Type I and/or Type II puncturing methods for NR control channels.

Complementary Puncturing Patterns
Type I and Type II puncturing schemes typically come in pair.  Given a sequence of puncturing patterns  of one of the two types, a complementary sequence of puncturing patterns  of the other type can be obtained by
  for ,
where  denote the complement of set .   For example, the puncturing scheme proposed in [3] is of Type I and its complement of Type II, which has not been previously proposed as far as we know, can be obtained from the above equation as

whose performance is also investigated below.

Circular/Linear Buffer Implementation
Nested puncturing patterns are suitable for circular or linear buffer implementation.  A block of code bits can be generated regardless of the target code length  and be loaded into a circular or linear buffer according to the ordered index sequence .  The desired  code bits can then be extracted from the buffer with a starting location and/or an ending location specified by the specific puncturing method.
For example, Figure 1 shows a possible block diagram on the process of how the desired  code bits can be generated.  The polar encoder first generates  code bits based on an information set, and these code bits are reordered according to the ordered index sequence  which is used to generate the nested puncturing patterns.  The re-ordered code bits are then sequentially loaded into a circular or linear buffer.  code bits are then extracted from the circular buffer depending on the type of puncturing method used.


[bookmark: _Ref477996150]Figure 1. Rate Matching Process with Circular Repetition 
In the case when a single puncturing method (Type I and/or Type II) is employed, the bit-reordering block is based on the same sequence  and need not be changed, which is desirable.  The use of a single puncturing method (or ordered index sequence ) still allows both Type I and Type II variants of the method to be used for different code rate regions in order to exploit their relative strengths. 
The extraction process from the circular or linear buffer can be specified by the starting and ending locations in the circular buffer, as illustrated in Figure 2. For Type-I puncturing, the ending location of the extraction process can be  adjusted according to the desired number  of code bits, while for Type-II puncturing the starting location is adjusted accordingly as shown. The dashed arrow depicts how the starting (blue) and ending (end) location may be adjusted compared to the case with no puncturing. Similar operations apply for linear buffer as opposed to circular buffer.



          
(a)                     (b)                              (c)
[bookmark: _Ref477999035]Figure 2. Extraction from Circular Buffer:  
(a) No Puncturing;  (b) Type-I Puncturing; (c) Type-II Puncturing

1. Adopt a single puncturing method and its assocated Type-I and Type-II. Type I of the method is used when code rate is below a certain threshold, while Type 2 is used when code rate is above the same threshold.  Threshold value is FFS.

Information-Set based Puncturing
In this section, we consider methods of puncturing that uses the nested sequence of information sets at the input of the encoder as puncturing patterns.  More precisely, let } denote a sequence of nested information sets (i.e. ), where  denotes a set of indices for information bit locations for a (mother) polar code of length . Let  denote an ordered index sequence from which } can be obtained by setting .  Two methods of puncturing can be derived from the sequence of nested information sets } as follows:
Type I:  		for all    		“Low-reliability-first”
Type II:  	  	    	for all    		“High-reliability-first”
In other words, Type I puncturing method punctures the code bits with indices corresponding to those of the least reliable information bit locations at the input side of the encoder. Type II puncturing method punctures the code bits with indices corresponding to those of the highest reliable information bit locations.
As a result of reusing the information sets as puncturing patterns, the ordered index sequence  used for generating  can also be used as the ordered sequence    used to generate .
Some of the attractive properties of these puncturing methods are:
1.  are nested puncturing patterns for both Type I and II.  This follows from the nested property of } and reduces their storage requirement as discussed above.
2. For each ,  is reciprocal for both Type I and II.  This follows from the fact that a properly designed information set   should always satisfy the zero-covering property defined above, and the frozen set  always satisfies the one-covering property defined above.  Both facts can be easily verified at each pairwise binary adder in the polar encoder structure [1].
3. Only a single index sequence  for both Type I and II needs to be stored to derive both the puncturing positions for different code lengths  and the frozen/info bit positions for different number of data bits .
4. Virtually no additional effort is needed to re-generate frozen and information bit locations for any given punctured code length  (e.g. through skipping of punctured indices).
5. It, to a large extent, decouples the polar encoder and the rate-matching process.

Observation 2 A bit-channel reliability sequence (e.g. Q sequence in [2]) used for determining the information and frozen bit locations can also be used to determine the indices of punctured code bit locations.


Conclusions
In this contribution we made the following observations:
Observation 1 A puncturing pattern is reciprocal if either the one-covering property or the zero-covering property is satisfied.
Observation 2 A bit-channel reliability sequence (e.g. Q sequence in [2]) used for determining the information and frozen bit locations can also be used to determine the indices of punctured code bit locations.

1. Adopt a nested puncturing scheme for NR control channels.
1. Adopt Type I and/or Type II puncturing methods for NR control channels.
1. Adopt a single puncturing method and its assocated Type-I and Type-II. Type I of the method is used when code rate is below a certain threshold, while Type 2 is used when code rate is above the same threshold.  Threshold value is FFS.


[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref477860384][bookmark: _Ref473550504][bookmark: _Ref477259858]R1-1700113, “Practical Issues of Polar Code for NR,”  Ericsson, Spokane, USA, January 16th -17th , 2017
[bookmark: _Ref477861233]R1-1611254, “Details of the Polar code design”, Huawei, HiSilicon, Reno, USA, November 10th – 14th, 2016
[bookmark: _Ref473797102]R1-167533, “Examination of NR Coding Candidate for Low-Rate Applications”, MediaTek, Gothenburg, Sweden, August 22nd-26th, 2016 
[bookmark: _Ref478157897]R1-1704318, “Performance comparison of Rate Matching Schemes for Polar Codes,” Ericsson, Spokane, USA, April 3rd -7th , 2017.


	2/5	
image2.emf
Start

End


Microsoft_Visio_Drawing1.vsdx
Start
End



image3.emf
End

Start


Microsoft_Visio_Drawing2.vsdx
End
Start



image4.emf
Start

End


Microsoft_Visio_Drawing3.vsdx
Start
End



image1.emf
Bit Re-ordering

Length-N 

Circular Buffer

Extract in 

Decreasing 

Reliability

Polar 

Encoded 

Bits

Rate-Matched 

M Coded  Bits

Extraction Polar Encoder

Information 

Bits


Microsoft_Visio_Drawing.vsdx
Bit Re-ordering
Length-N Circular Buffer
Extract in Decreasing Reliability
Polar Encoded Bits
Rate-Matched  M Coded  Bits
Extraction
Polar Encoder
Information Bits



