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1 Introduction
In the RAN1#88bis meeting the following agreements were reached [1].
Working Assumption: 

· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined is {8448, 384} => Kbmax = 22
· To be confirmed automatically at RAN1#89 if no significant implementation or performance issues are identified. 
Agreement: 

The base graph design is selected from the following alternatives:

Alt 1: One base graph covering ~1/5 <= R <= ~8/9

Alt 1a: Two nested base graphs, where: 

· Base graph #1 
· Covers info block size K: 



Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Nested within base graph #1

· Covers info block size K: 

 

Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax =16 is the starting point; lower values in the range 10<=Kbmax<16 are encouraged if feasible. 
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax

Alt 2: Two base graphs, where: 

· Base graph #1 
· Covers info block size K: 



Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Not nested within base graph #1

· Covers info block size K: 

 

Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax = 10 is the starting point; higher values in the range 10<Kbmax<=16 can also be considered if necessary.
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax

BLER Performance is the main criterion for selecting between Alts 1, 1a and 2 (since it is already assumed that complexity is not increased significantly by the addition of a second smaller base graph); decoding latency (e.g. evaluated by the number of edges) should also be considered as an important criterion.
Conclusion for evaluations: 

· For BLER (using only the information bits) performance evaluations, use SPA, floating point Flooding 50 iteration, early termination based on parity check
In this contribution, we present the BLER performance evaluation of multiple LDPC schemes [2] at levels 10-2 and 10-4 for all the code rates and codeword lengths of eMBB data channel. 
2 Evaluation
The simulation set-ups for base graphs #1 and #2 are provided in Tables 1 and 2, respectively. Since it is expected that the LDPC proposals are new at RAN1#89 meeting based on the agreements reached in RAN1#88bis meeting, in this contribution we do not compare performance with LDPC codes proposed in past meetings. 
The following codes were simulated (results in Figures 1-4):
For base graph #1 scenario [2]:
· NC-QRO LDPC code BGn#1 of alt.1A (Kbmax =22)
· NC-QRO LDPC code BG#1 of alt.2 (Kbmax =22)

For base graph #2 scenario [2]:
· NC-QRO LDPC codes for BGn#2 of alt.1A (Kbmax=16)
· BG#2 of alt.2 (Kbmax=10)

Table 1 Simulation assumptions for base graph #1 scenario
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	LDPC

	Code rate 
	1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	Floating Point Flooding BP (max_iter = 50), early termination based on parity check

	Info. block length (bits w/o CRC)
	Kmin1=640(352),656,…,1024, 1056,1088,…,2048, 2112,2176,…,6144, 6272,6400,…,8192

	Lift sizes
	listed in [2]


Table 2 Simulation assumptions for base graph #2 scenario
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	LDPC

	Code rate 
	1/5, 1/3, 2/5, 1/2, 2/3

	Decoding algorithm
	Floating Point Flooding BP (max_iter = 50), early termination based on parity check

	Info. block length (bits w/o CRC)
	40,48,…,512, 528,544,…,1024, 1056,1088,…,2048, 2112,2176,…, Kmax2=2560

	Lift sizes
	listed in [2]


2.1 Performance 
2.1.1 Alternative 1A
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Figure 1 Performance of BGn#1 (Kbmax=22), Es/N0(dB) at BLER 1e-2 and 1e-4.
[image: image3.emf]500 1000 1500 2000 2500

Information length K, bits

-4

-3

-2

-1

0

1

2

3

4

5

6

E

s

/

N

o

 

r

e

q

u

i

r

e

d

 

f

o

r

 

B

L

E

R

=

1

0

-

2

,

 

d

B

Proposed length adaption scheme (QPSK, BP decoder, 50 iterations)

Rate=1/5

Rate=1/3

Rate=2/5

Rate=1/2

Rate=2/3


[image: image4.emf]500 1000 1500 2000 2500

Information length K, bits

-3

-2

-1

0

1

2

3

4

5

6

7

E

s

/

N

o

 

r

e

q

u

i

r

e

d

 

f

o

r

 

B

L

E

R

=

1

0

-

4

,

 

d

B

Proposed length adaption scheme (QPSK, BP decoder, 50 iterations)

Rate=1/5

Rate=1/3

Rate=2/5

Rate=1/2

Rate=2/3


Figure 2 Performance of BGn#2 (Kbmax=16), Es/N0(dB) at BLER 1e-2 and 1e-4.
2.1.2 Alternative 2
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Figure 3 Performance of BG#1 (Kbmax=22), Es/N0(dB) at BLER 1e-2 and 1e-4.
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Figure 4 Performance of BG#2 (Kbmax=10), Es/N0(dB) at BLER 1e-2 and 1e-4.
From the results in Figures 1 -- 4, it can be observed that the curves of both large base graphs and small base graphs of alt.1A and alt.2 are very smooth even when BLER=10-4. This is because the offset lifting method and/or multiple labelling PCMs can be optimized for each range of K. 
Observation 1: The proposed LDPC codes for alt.1A and alt.2 have smooth performance for BLER = 10-2 and 10-4, and no error floor is observed.  
2.2 Comparison between single and two base graphs 

In this section, we show results of the four base graphs in [2] focusing on the relative performance in different ranges of the information block length in order to understand if a single base graph could be used for the entire K range of interest for eMBB data.  
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Figure 5 Performance of 4 base graphs, Es/N0(dB) at BLER 1e-2. 
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Figure 6 Performance of 4 base graphs, Es/N0(dB) at BLER 1e-4. 
From Fig.5 and Fig.6, we can see for K<=1000, BGn#1 and BG#1 performs a little worse than the small base graphs. For example, the performance gap between small and large base graphs for code rate = 1/2 @ BLER = 10-4 is around 0.1~0.15 dB for K<1000. Because of the extra design freedom, one small base graph can reach better performance for small code rates and CBS. Further considerations on complexity should be taken into account when comparing single and two base graph solutions. 
Observation 2: A second base graph (nested or independent) can give a performance gain on the order of 0.1dB for relatively small  information block length respect to a single base graph solution.
2.3 Comparison between nested and independent base graphs

In this section, we compare the performance of nested and independent design of base graphs to evaluate the impact of the nested structure.  We can refer to Fig.5 and Fig.6 where all the plots are presented for code rates = [1/3~2/3]. Fig.7 shows the performance for rate 1/5. 
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Figure 7 Performance of small base graphs (BGn#2, BG#2), Es/N0(dB) at BLER 1e-2 and 1e-4. 
From the results in figures 5-7, it is observed that there is no significant performance gap between BGn#2 and BG#2. Further considerations on complexity [3] should be taken into account when comparing the two small base graphs.
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Figure 8 Performance of large base graphs (BGn#1, BG#1), Es/N0(dB) at BLER 1e-2. 
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Figure 9 Performance of large base graphs (BGn#1, BG#1), Es/N0(dB) at BLER 1e-4. 
From fig.5-6 and fig.8-9, we can see that for high code rates BG#1 outperforms BGn#1 while for medium and low code rates, performance is comparable. Further considerations on complexity [3] should be taken into account when comparing the nested and independent base graphs designs.
From the evaluation of the base graphs designs presented in [2], it is noted that the design restriction associated with the nested structure may have limited impact on the performance. 
Observation 3: Performance of the nested and independent designs is overall comparable. It is noted that the design restriction associated with the nested structure may have limited impact on the overall performance. 
3 Conclusions
This contribution presented the BLER performance evaluation of multiple LDPC schemes [2] at levels 10-2 and 10-4. It is shown that the proposed LDPC codes have good performance with fine-granularity for all code rates and codeword lengths of eMBB data channel. 

From the simulation results, it is observed that  
Observation 1: The proposed LDPC codes for alt.1A and alt.2 have smooth performance for BLER = 10-2 and 10-4, and no error floor is observed.
Observation 2: A second basegraph (nested or independent) can give a performance gain on the order of 0.1dB for relatively small  information block length respect to a single base graph solution.
Observation 3: Performance of the nested and independent designs is overall comparable. It is noted that the design restriction associated with the nested structure may have limited impact on the overall performance. 
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