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1 Introduction
In RAN1#88, agreements on the maximum mother code size of polar codes for NR eMBB control channels were reached [1]: 
Agreement for DCI:
· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information
Working Assumption for UCI:
· Nmax,UCI =1024
· Optimize code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024
If the code length of polar code is larger than Nmax, repetition is required to match the size of the codeword. In this contribution we compare the performance of different repetition schemes, and investigate whether a repetition scheme can be used for rate-matching if the code length of a polar code is less than Nmax. We further discuss rate-matching for NR control channel. 
The following notations are used: 
K: information block length without CRC (cyclic-redundancy-code)
M: code length

R: code rate, R=K/M 
N: power-of-two mother code size
Rm: mother code rate, Rm=K/N
Nmax: maximum power-of-two mother code size
2 Repetition Scheme
2.1 Repetition order 
Repetition order indicates which bits in a codeword to be repeated. A different repetition order repeats different bits of a codeword and results into different BLER performance and implementation architecture. The following repetition orders are investigated: 

1) natural order
2) reversal natural order 
3) pseudo-random order 
4) reliability-related order 
5) bit-reversal order 
6) anti-bit-reversal order
7) deterministic order defined [4]
We simulate these repetition orders in cases of two code lengths of M=576 bits and 768 bits with various K bit information block as shown in Figure 1.  
Observation-1: For repetition, natural order, reversal natural order, pseudo-random order, and reliability-related order have a similar BLER performance, and outperform bit-reversal and anti-bit-reversal order.

Proposal-1: For repetition, natural or reversal natural order should be considered when M>Nmax due to their simple implementation and good performance.  
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Figure 1 Required SNR comparison for various repetition orders
2.2 Repetition vs shortening 
If M is larger than N (M<2*N) but less than Nmax, there are two options to reach a code length of M: repetition from N or shortening/puncturing from 2*N. To choose between them, we simulate their BLER performance. 
Figure 2 illustrates curves of the required SNR to reach a BLER of 0.001 with a repetition scheme from N=128 (blue curves) and shortening/puncturing scheme from N=256 (red curves) in terms of K. In the simulations, we use the polar code described in [2] that encodes K-bit information block with 19-bit CRC. At the decoder side, we use SCL (Successive-cancellation-list) decoder with list size of 8. The repetition scheme herein is with natural order as aforementioned. 
It was proposed [5] that the minimum native code rate should not be less than 1/4 for payload size greater than 100 bits in DL. There are two ways to meet this constraint. One is repetition from a fixed native mother code size of 256. The other is repetition from a native code rate of 1/4, where the coded bits are obtained by puncturing from a mother code size of 512. Figure 3 compares the required SNR to reach BLER of 0.001 of these two solutions and the one without native code rate constraint. 
Observation-2: A repetition scheme with a natural order has worse BLER performance than that of a shortening/puncturing one.  
Observation-3: For K>100, repetition from native code size of 256 causes significant performance loss for R≤1/6. If repetition from the native code rate of 1/4, there is no complexity, memory or latency saving, but performance loss, through setting this constraint up because the mother code size should also be 512. 
Proposal-2: The repetition scheme is taken only when M is larger than Nmax. [image: image5.png]
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Figure 2 Required SNR comparison between repetition and shortening schemes 
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Figure 3 Required SNR comparison between with and without native code rate constraint
2.3 Shortening and Puncturing
We consider shortening and puncturing as follows: 

· Shortening: the value of a punctured coded bit is known to a decoder so that it sets an infinitive value to its LLR 
· Puncturing: the value of a punctured coded bit is unknown to a decoder so that it sets a zero to its LLR 
A bit-reversal-(BIV) shortening-based scheme [3] is preferred to have good performance and easy implementation for low to high code rates. Given an (M,N), a set of [BitRev(M), BitRev(M+1) ,…, BitRev(N-1)] (where BitRev(i) is the bit reversal value of index i starting from 0) indicates the set of the sub-channels to be shortened (put zero on them) and that of the coded bits to be punctured at encoder side. Accordingly, a decoder will set an infinitive LLR on this set of the positions. After polar encoding, the coded bits are directly fed to a virtual circular buffer. For rate matching, the bits are sequentially and circularly (for repetition) read out from the virtual circular buffer, while skipping the punctured bits (defined above). 
We investigate the BLER performance of the rate-matching scheme with a fine granularity. In these simulations, we use the polar code described in [2] (19-/11-bit CRC bits for DL/UL), and SCL decoder with list size of 8. The rate matching scheme is:
· BIV shortening if M<Nmax; Repetition with a natural order if M>Nmax. 

· Simulation results for DCI with K<=128
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Figure 4. Performance of Polar codes with different code rates for DL
Figure 4 shows the required SNR at BLER=0.001 for eMBB DL control channel with maximum mother code size of 512. 
· Simulation results for UCI with K up to 256
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Figure 5. Performance of Polar codes with different code rates for UL
Figure 5 shows the required SNR at BLER=0.001 for eMBB UL control channel with maximum mother code size of 1024. 
Observation-4: The BIV-shortening scheme has stable performance in a fine-granularity rate-matching, and it is easy for implementation. Puncturing can achieve some good BLER performance for small information block length at low code rate when the number of punctured bits is small compared to the mother code size [6].
Proposal-3: A BIV-shortening for M<Nmax and a repetition with a natural order for M>Nmax should be chosen as the rate-matching scheme for Polar code. Puncturing can be considered for small information block length at low code rate.

· The switching rule between BIV-shortening and puncturing is FFS.

· The puncturing pattern is FFS.

3 Conclusion
Observation-1: For repetition, natural order, reversal natural order, pseudo-random order, and reliability-related order have a similar BLER performance, and outperform bit-reversal and anti-bit-reversal order.
Observation-2: A repetition scheme with a natural order has worse BLER performance than that of a shortening/puncturing one.  

Observation-3: For K>100, repetition from native code size of 256 causes significant performance loss for R≤1/6. If repetition from the native code rate of 1/4, there is no complexity, memory or latency saving, but performance loss, through setting this constraint up because the mother code size should also be 512.
Observation-4: The BIV-shortening scheme has stable performance in a fine-granularity rate-matching, and it is easy for implementation. Puncturing can achieve some good BLER performance for small information block length at low code rate when the number of punctured bits is small compared to the mother code size [6].

Then, we have the proposals about the rate-matching scheme:
Proposal-1: For repetition, a natural or reversal natural order should be considered when M>Nmax due to their easy implementation and good performance.  
Proposal-2: The repetition scheme is taken only when M is larger than Nmax. 

Proposal-3: A BIV-shortening for M<Nmax and a repetition with a natural order for M>Nmax should be chosen as the rate-matching scheme for Polar code. Puncturing can be considered for small information block length at low code rate.
· The switching rule between BIV-shortening and puncturing is FFS.

· The puncturing pattern is FFS.
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