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In Rel-15, a work item (WI) for enhancement of NB-IoT is agreed. The objective is to further enhance the performance of NB-IoT by further reduction of latency and power consumption, improvement of measurement accuracy, enhancement of NPRACH reliability and range, reducing system acquisition time etc. [1]. By reducing system acquisition time, latency and efficiency of NB-IoT can be further improved. 
In RAN1#88bis meeting, regarding system acquisition time reduction, it was agreed that at least the following candidates can be considered.
· Enhancement(s) to NPSS/NSSS
· Enhancement(s) to MIB-NB 
· SIB1-NB accumulation across multiple SIB1-NB TTIs (with or without specification impact)
· New mechanism allowing to skip SIB1-NB and/or SI messages and/or MIB-NB reading
· Additional SIB1-NB is transmitted on other subframes in addition to the existing SIB1-NB transmission
· Use of physical signal/channel in agenda item 7.2.7.1.1 (if introduced). Note: This is the wake-up or go-to-sleep signal being considered.
· FFS on other SIBx-NB
· Details of all solutions are FFS
· Solutions need to be backwards compatible and take care of impacts to Rel-13/Rel-14 networks:
In this contribution, we discuss these candidate solutions. 
General discussion
Among the three NB-IoT deployment modes, the in-band deployment requires longer system acquisition time due to lower transmit power level and puncturing that may occur on NPSS and NSSS resources. Additionally, in the in-band mode, NPDSCH that carries SIB1-NB or SI messages has fewer resource elements in a subframe due to resources taken by LTE CRS or reserved for LTE downlink control region, compared to the standalone and guard-band modes. This results in a higher coding rate and thus a lower coding gain. Thus, improvement for system acquisition time reduction should primarily target the in-band mode. The solutions can reduce the system acquisition time for the in-band mode can be directly applied to the guard-band and standalone modes.
Observation 1: Improvement for system acquisition time reduction should primarily target the in-band mode. The solutions can reduce the system acquisition time for the in-band mode can be directly applied to the guard-band and standalone modes.
The process of system acquisition after the UE wakes up from deep sleep includes the following steps.
1. Synchronize to NPSS
2. Synchronize to NSSS
3. Acquire MIB-NB through receiving NPBCH. The UE can check the system information (SI) value tag and access barring (AB) flag in MIB-NB. If the SI value tag hasn’t changed and AB flag is not enabled, the UE has completed the system acquisition process.

Since MIB-NB and SI are rarely changed (except for SIB-14 and SIB-16), and although the AB flag can toggle more dynamically it is set false much more often than set true, in most cases the UE only needs to go through these three steps in most cases after it wakes up from deep sleep. One possible remaining uncertainty is the hyper-SFN (H-SFN) number. Although MIB-NB contains the two LSBs of H-SFN, a complete H-SFN is acquired only when SIB1-NB is acquired. Consider the frequency error of 20 ppm when the UE is in deep sleep, it will take 50,000 SFN cycles in sleep for the UE clock to drift by one SFN cycle (i.e. 1024 SFNs or 1 H-SFN), or equivalently 200,000 SFN cycles in sleep for the UE clock to drift by 4 SFN cycles (i.e. 4 H-SFNs). If the drift is more than 4 SFN cycles, the UE needs to acquire more than the two LSBs of H-SFN and therefore needs to acquire SIB1-NB. However, 200,000 SFN cycles is approximately 23.7 days. If latency is important for any of the use cases that the UE supports, to avoid needing to acquire SIB1-NB only for the sake of resolving timing uncertainty, the UE should be configured for PSM with TAU interval set for less than 23.7 days. Thus, the focus of Rel-15 should be on improving the acquisition of NPSS, NSSS, and NPBCH. Among these three steps, acquisition of NSSS is the easiest. Between NPSS and NPBCH, NPBCH is relatively more straightforward and has less impact on UE complexity and backward compatibility. We propose that Rel-15 should first focus on improving NPBCH performance.
Proposal 1: Rel-15 should first focus on improving NPBCH performance.
For in-band deployment, the total overhead on a Rel-13 NB-IoT anchor carrier can be very high, as illustrated in the example in Table 1. As seen, the percentage of resource elements available for NPDCCH/NPDSCH symbols, excluding those carrying SIB1-NB, may be as small as 42% in the worst-case scenario (in-band, 3 OFDM symbols for LTE PDCCH, and 4 CRS ports). Using more NPBCH repetitions will further reduce the percentage of resource elements available for NPDCCH/NPDSCH.

Table 1: Overheads and percentage of resource elements available to NPDSCH/NPDCCH on a Rel-13 anchor carrier. (in-band, 3 OFDM symbols for LTE PDCCH, and 4 CRS ports)
	overhead due to LTE
	31.0%

	overhead due to NPBCH
	6.0%

	overhead due to NPSS
	6.9%

	overhead due to NSSS
	3.5%

	overhead due to NRS
	8.1%

	SIB1-NB
	3.0%

	total overhead
	58.3%

	percentage of resource elements available to NPDSCH/NPDCCH
	41.7%



Observation 2: On a Rel-13 NB-IoT anchor carrier, the percentage of resource elements available for NPDCCH/NPDSCH symbols, excluding those carrying SIB1-NB, is only 42% in the worst-case scenario (in-band, 3 OFDM symbols for LTE PDCCH, and 4 CRS ports). Using more NPBCH repetitions will further reduce the percentage of resource elements available for NPDCCH/NPDSCH.
In the remainder of this contribution, we focus on solutions for reducing NPBCH acquisition time that (1) do not incur significant additional overheads on a NB-IoT anchor carrier (2) beneficial for the in-band mode. The solutions considered include (1) more sophisticated receivers and (2) New mechanism allowing to skip MIB-NB and SIB1-NB reading.
More sophisticated receivers
In [2], cross-subframe channel estimation and advanced MIB-NB decoding technique were considered. While cross-subframe channel estimation and its benefits are well understood, advanced MIB-NB decoding technique [3] may require further discussion. In this section, we discuss an advanced MIB-NB decoding technique that allows the UE to jointly decode NPBCH received signals over multiple 640-ms NPBCH TTIs.
The encoding process of MIB-NB is illustrated in Figure 1. MIB-NB is 34-bit long, and the first 6 bits consist of the 4 MSBs of SFN and 2 LSBs of H-SFN. The CRC encoder adds 16 CRC bits, which are later applied with a mask that is dependent of the number of antenna ports used to transmit NPBCH. After CRC encoding and masking, the 50-bit sequence is encoded with TBCC to produce a codeword of 150 bits, which based on the LTE rate matching algorithm generate a 1600-bit NPBCH codeword. On the receiver side, the UE can first undo rate matching, and thus the core problem is use a TBCC decoder to process the 150 bit soft values and produce a decoded bit sequence.
An important code property to exploit is that both the CRC and TBCC codes are linear codes. Recall that if  and  are two information vectors over GF(2) and C is a linear code so that , then . Exploiting such a linear code property, joint decoding over multiple NPBCH TTIs can be easily done assuming that the MIB-NB information content that changes across TTIs is the 6 bits SFN and H-SFN information. We illustrate how this works below.
Assume the 6 bits SFN and H-SFN information in the first TTI is , and therefore in the subsequent TTI it is (1,0,0,0,0,0). Here we use  and  to represent the 4 MSBs of SFN and 2 LSBs of H-SFN, respectively. The difference between the two MIB-NB information vectors (34 bits each) in two consecutive TTI’s is . Using the linear code properties, the difference in the TBCC codewords, denoted as   can be computed using the process illustrated in Figure 2. Note here that compared to Figure 1, CRC masking is not needed as it disappears after taking the difference between two codewords.  can be thought of as an additional scrambling mask applied to the codeword in the 2nd TTI, relative to the codeword in the first TTI. Thus, to use the two received codewords for joint decoding, the receiver can descramble the second received codeword using  and soft combine with the first codeword. Note that such a technique can be extended to using more than two TTI’s for joint decoding at the expense of increase soft buffer requirements.
For MIB-NB, the six frame counter bits  have 64 combinations, but only result in six different  vectors, and therefore six different  vectors. This is illustrated in Table 2. In Table 2, we highlight the first time a new  vector appears in blue. As seen, many frame counter values share the same  vector.
[bookmark: _GoBack]The six different  vectors requires that the received codewords over two TTIs are combined in 6 different ways. Thus, the decoder memory is increased from 150 bit soft values to 900 bit soft values when combining across two TTIs. The decoder complexity however is the same as a regular TBCC decoder in that the number of trellis state remains as 64 and each state has two outbound branches and two inbound branches. The only twist is that the branch metric calculation needs to base on an appropriately chosen version of combined received codeword. For a particular state, the process of determining which version of combined received codeword to use is however deterministic and does not involve additional hypotheses.



Figure 1: MIB-NB encoding process.



Figure 2: Compute the difference in TBCC codeword based on the difference in MIB-NB information vectors.






Table 2: Relationship between frame counter value and . Although there are 64 possible frame counter values, there are only 6 possible  vectors.
	 in first TTI
	 in second TTI
	 (length 34 vector)

	(0,0,0,0,0,0)
	(1,0,0,0,0,0)
	(1, 0, …, 0)

	(1,0,0,0,0,0)
	(0,1,0,0,0,0)
	(1, 1, 0, …, 0)

	(0,1,0,0,0,0)
	(1,1,0,0,0,0)
	(1, 0, …, 0)

	(1,1,0,0,0,0)
	(0,0,1,0,0,0)
	(1,1,1, 0, …, 0)

	(0,0,1,0,0,0)
	(1,0,1,0,0,0)
	(1, 0, 0, …, 0)

	(1,0,1,0,0,0)
	(0,1,1,0,0,0)
	(1, 1, 0, …, 0)

	(0,1,1,0,0,0)
	(1,1,1,0,0,0)
	(1, 0, …, 0)

	(1,1,1,0,0,0)
	(0,0,0,1,0,0)
	(1, 1, 1, 1, 0, …, 0)

	……..
	……..
	……..

	(1,1,1,1,0,0)
	(0,0,0,0,1,0)
	(1, 1, 1, 1, 1, 0, …, 0)

	……..
	……..
	……..

	(1,1,1,1,1,0)
	(0,0,0,0,0,1)
	(1, 1, 1, 1, 1, 1, 1, …, 0)



Observation 3: Exploiting the linear code properties of CRC and TBCC, joint decoding across multiple NPBCH TTI’s can be done by simply applying an appropriate descrambling mask to the bit soft values before combining the TBCC codewords across multiple TTIs.
In our view, using more sophisticated NPBCH receivers is the most attractive solution as it does not require additional signaling and thus not giving rise to any additional signaling overheads.
New mechanism allowing to skip MIB-NB and SIB1-NB reading
Since MIB-NB and SI rarely change (except for SIB14-NB and SIB16), one way to allow the UE to skip reacquiring MIB-NB and SI that will remain unchanged is to have eNB indicate a validity interval or the expiration time of MIB-NB and SI information. In the below discussion we will assume that changes of the AB flag, SIB14-NB, SIB16, SFN and H-SFN are not used to determine the MI/SI validity interval or expiration time. With such indication, if the UE wakes up within the MI/SI validity interval of the version that it has acquired previously, there is no need to reacquire the same information. In such scenarios, the UE only needs to acquire AB flag, SFN and H-SFN. To support this method, there are two issues that need to be addressed.
· How does the network signal the MI/SI validity interval or expiration time?
· How does the UE acquire AB flag, SFN and H-SFN without acquiring the full MIB-NB and SIB1-NB?
We will discuss these issues below.
Signal the MI/SI validity interval or expiration time
There are possibly many methods that can be used to signal the MI/SI validity interval or expiration time. We suggest a possible solution below.
A new system information type can be defined to indicate MI/SI validity interval or expiration time. One possible format is to use GPS time or Coordinated Universal Time (UTC). A UE can acquire GPS and UTC time from SIB16 to establish its real-time clock. A new SIB-X can then be used to indicate the GPS or UTC time that the current MI/SI will expire. The format of SIB-X can be similar to the UTC format used in SIB-16. However, in SIB16 the time resolution is 10 ms. For SIB-X, much coarse time resolution can be used to reduce the number of bits needed to represent the UTC time. One possibility is to quantize the UTC time with a resolution equivalent to one or multiple SFN cycles. Also, the UTC time information in SIB16 includes year and month information. For SIB-X, it may not be necessary to include year and month information.
A UE can be notified of an update of SIB-X via SI update notification. Such an update notification may be specific to SIB-X.
Proposal 2: eNB signaling the MI/SI validity interval or expiration time is considered. The MI/SI validity or expiration time is not affected by changes of the AB flag, SFN and H-SFN. The exact signaling method is FFS.
UE acquire AB flag, SFN and H-SFN
In our view, system acquisition time reduction needs to allow certain configurations to support use cases that requires long battery lifetime (e.g. 10-15 years) and 10s latency for Exception report [4]. However, it is not necessary for a solution to cater for use cases that only transmit data less frequently than, e.g., once every three days. For use cases with very infrequent data transmissions, 15 years battery lifetime can already be achieved without further system acquisition time reduction. Consider 20 ppm oscillator accuracy, the UE clock may be off by approximately  ms in 3 days. Thus, if the UE comes back to the network after 3 days, it needs to resolve this time ambiguity. This uncertainly window matches the duration of one SFN cycle, and thus it takes 10 bits SFN representation to resolve the time ambiguity. The UE will go through the steps of NPSS and NSSS synchronization, and after these two steps it achieves synchronization to 80-ms framing in the system frame structure, i.e. it acquires the 3 LSBs of SFN. Thus, if the UE skips reading MIB-NB, it needs to get the 7 MSBs bits of SFN to resolve the time ambiguity. Adding the AB flag, overall an 8-bit information needs to be provided to the UE.
There are two alternatives of how a UE can acquire such information. We will discuss these alternatives below.
Using NPBCH
The SFN and AB flag are provided in NPBCH. The UE can treat all the other information elements as known and only focus on decoding SFN and AB flag. The known information bits can be used to prune the trellis and it is expected that the performance can be significantly improved with trellis pruning. In fact, the UE may also check the SI value tag if the MI/SI validity interval or expiration time information as discussed in Section 4.1 is not provided. With a more sophisticate NPBCH decoder that takes advantage of the known MIB-NB bits, the UE can decode the information elements it needs (e.g. SFN and AB flag) with fewer repetitions. This helps reduce system acquisition time.
Using wake-up or go-to-sleep signal
Wake-up and go-to-sleep signal is being discussed as a potential solution for achieving power consumption reduction. The required timing information and AB flag can be bundled with the wake-up or go-to-sleep signal. If the MI/SI validity interval or expiration time information as discussed in Section 4.1 is not provided, the SI value tag may also be bundled. This approach however works for UEs who are monitoring the  wake-up or go-to-sleep signal.
Conclusions
In this contribution, we discuss potential solutions that can reduce system acquisition time. Based on the discussions presented in this contribution, the below observations and proposals are made.
Observation 1: Improvement for system acquisition time reduction should primarily target the in-band mode. The solutions can reduce the system acquisition time for the in-band mode can be directly applied to the guard-band and standalone modes.
Proposal 1: Rel-15 should first focus on improving NPBCH performance.
Observation 2: On a Rel-13 NB-IoT anchor carrier, the percentage of resource elements available for NPDCCH/NPDSCH symbols, excluding those carrying SIB1-NB, is only 42% in the worst-case scenario (in-band, 3 OFDM symbols for LTE PDCCH, and 4 CRS ports). Using more NPBCH repetitions will further reduce the percentage of resource elements available for NPDCCH/NPDSCH.
Observation 3: Exploiting the linear code properties of CRC and TBCC, joint decoding across multiple NPBCH TTI’s can be done by simply applying an appropriate descrambling mask to the bit soft values before combining the TBCC codewords across multiple TTIs.
Proposal 2: eNB signaling the MI/SI validity interval or expiration time is considered. The MI/SI validity or expiration time is not affected by changes of the AB flag, SFN and H-SFN. The exact signaling method is FFS.
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