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Introduction
At the 3GPP TSG RAN1 #88 meeting, the following agreement and conclusion have been achieved [1]:
Agreement: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs:
· {8192, 256}, {8192, 512}, {FFS near 8192, 320}
· Number of base graphs for eMBB is FFS between 1 and 2
· Evaluate the potential gains from 2 base-graphs compared to a single base-graph until RAN1#88bis
Conclusion for some code design target:
· At least support 20Gbps decoder information throughput with code rate 8/9
· Also aim for good throughput performance at lower code rate(s)
· FFS the details of how to assess throughput performance at lower code rates, including whether the assessment is relative or absolute, and other constraints (e.g. complexity)
In this contribution, some further considerations for LDPC codes design are presented with focus on compact and uniform LDPC base matrix design. 
Consideration on down-selection of LDPC candidates for eMBB 
Several channel coding related KPIs have been proposed for NR, include:
· the target for peak data rate should be 20 Gbps for downlink and 10 Gbps for uplink
· the target for peak spectral efficiency should be 30 bps/Hz for downlink and 15 bps/Hz for uplink
· for URLLC the target for user plane latency should be 0.5 ms for UL, and 0.5 ms for DL,
· the target for reliability should be 10-5 within 1 ms,
· the target for UE battery life should be [15 years].
The KPIs are supposed to meet the various requirements of families of usage scenarios for IMT 2020 and beyond. The major scenarios are eMBB (enhanced Mobile Broadband), mMTC (massive Machine Type Communications) and URLLC (Ultra-Reliable and Low Latency Communications) respectively.
In mMTC，the core requirement is to provide massive service connectivity with low energy consumption and low cost. In URLLC, extreme requirements on availability and reliability of transmission are emphasized, which means low error probability and low outage rate are main targets in this usage scenario. While in eMBB, high system capacity, high data rate, and high spectrum efficiency are main targets. 
The three scenarios have completely different requirements, which in turn suggest different coding and modulation schemes for different scenarios. For example, error floor requirement of eMBB is different with error floor requirement of URLLC. It may be desirable to reduce of the number of coding and modulation schemes to reduce the device cost. However, because of the dramatically requirement differences in different scenarios for new RAT, a single (or limited number of) coding and modulation scheme(s) may not provide the optimal performance or even not be able to meet all the requirements. Therefore, different coding requirement should be chosen corresponding to different channel characteristics of different scenarios.  
Proposal 1: Different coding requirements should be considered for different scenarios of New RAT. 
To distinguish with LTE, the most significant feature of eMBB is: downlink peak rate is required to achieve 20 Gbps and uplink peak rate is required to achieve 10Gbps. So the throughput of eMBB encoder/decoder will be far much higher than that of LTE. So for eMBB, throughput with suitable cost is the most important KPI. Meanwhile, area efficiency as the complexity KPI can ensure suitable cost, which is the second main KPI. Furthermore, performance should be the third main KPI. Note that eMBB LDPC design should focus on the requirements of eMBB instead of the requirements of URLLC and/or eMTC.
Proposal 2: The main KPIs of eMBB LDPC coding are throughput, area efficiency and performance. The down-selection of eMBB LDPC candidates should be based on the combination of all three KPIs. 
During the NR SI, some companies have used one matrix for performance comparison and used another matrix for throughput comparison; some companies have suggested multiple lift size schemes and used one lift size scheme for performance comparison and used another lift size scheme for complexity comparison. It is unfair that different schemes are used for different evaluation. For fair comparison, we suggest that all companies should use the same granularity of lift sizes in their simulations to evaluate flexibility. In [2], parallelism friendly design should be considered for determining the values of lift sizes.
Proposal 3: For fair comparison of eMBB LDPC, the same scheme should be used to evaluate complexity, performance and throughput.
Proposal 4: For fair comparison of eMBB LDPC, the same granularity of lift sizes should be used to evaluate flexibility.  Furthermore, parallelism friendly feature should be considered for flexibility evaluation.
As we all know, when the peak rate is achieved, the highest MCS level is used, because the highest MCS level is the combination of the highest order modulation and the highest code rate, such as the combination of 256QAM and code rate 0.927. Intuitively, the peak rate of eMBB requirements will decide the maximum throughput of encoder/decoder.
It is very likely that modulation mode of eMMB include QPSK, 16QAM, 64QAM and 256QAM. It is also possible that MCS levels of both NR eMMB and LTE have similar if not the same spectral efficiency range, with possible different granularity. In [3], we think LTE MCS table is a good reference for NR design in terms of the relationship between code rates and throughput. It is observed that higher MCS level is associated with higher code rate, which in turn is associated with larger number of code blocks and higher data throughput.
Most companies agree that different requirements are needed for different code rate, while some companies think that decoder throughput is proportional to code rate. However, throughput = bandwidth * spectral efficiency. Furthermore peak throughput = maximum bandwidth*spectral efficiency. Therefore decoder throughput is proportional to spectral efficiency instead of code rate.
Observation 1: decoder throughput is proportional to spectral efficiency instead of code rate.
For 20 Gbps peak rate, one transport block consists of hundreds of code blocks, since the target BLER is 0.1 for PDSCH or PUSCH, BCER is lower than 0.001. Therefore, in this scenario, the number of error code blocks is not more than 10 for retransmission in IR-HARQ, as a result the needed decoder throughput is much lower than 20Gbps.
Observation 2: the peak throughput at low code rate for retransmission is much lower than 20 Gbps.
Low Density Parity Check (LDPC) Codes 
A LDPC code is defined by a sparse parity check matrix, which can be mapped to a bipartite / tanner graph composed of check nodes and variable nodes, as shown in Figure 1. 
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The parity check matrix of structured LDPC Codes is defined by a matrix H of size, which consists of blocks of circularly shifted identity matrices or zero matrices of size, of the form as following:








If integer, define; if integer, defineand P is a standard permutation matrix of the form:   




The size of H is, here. And  of size  has the form:




There are several basic definitions and concepts for structured LDPC codes. H is the expand matrix of, and  is the base parity check matrix (or base matrix) of H, and z is the lift size (or expand factor). As we can see, the information block size K = N-M and N is the codeword block size. Through changing the lift size (expand factor) z, a LDPC set of variable information length and certain code rate can be obtained. Therefore, a base matrix Hb and an lift size (expand factor) z together can be used to represent H.    
Decode algorithm for evaluation of QC LDPC codes
Log-BP algorithm with LUT
The message passing algorithm is a decoding technique in which messages are passed from node to node through the Tanner graph. The nodes act as independent processes, collecting incoming messages and producing outgoing messages. There is no global control over the timing or the content of the messages; instead, the bit and check nodes follow a common local rule: send a message as soon as all necessary incoming messages have been received. When the graph is cycle-free, the message passing algorithm is a recursive algorithm that always converges to the true a posteriori log-likelihood ratios after a finite number of messages have been passed. However, most (if not all) “good” codes have cycles in their Tanner graphs. When applied to codes with cycles, the message passing algorithm is no longer exact but approximate. Fortunately, even when the graph has cycles, the message passing algorithm performs remarkably well, and its complexity is extremely low.


The message-passing decoder for an irregular or regular LDPC code can be summarized concisely in terms of the index sets and, as follows.



Let denote an “upward” message form check-node to bit-node n during the l-th iteration, and let denote an estimate of the n-th LLR after  iterations. The message passing decoder is:
Pseudo-code Description of Log-Domain Decoding Algorithm 
	1) Initialization


The variables and  are initialized to



*   , for all  and 


 *   , for all 

	2) Parity node updates----(Row Information update, look up table)



Where		

	3) Bit node updates--------(Column Information update)



	4) Verify parity checks

 

	5) Iteration termination 
· 
       


Where we have defined




and used the fact that . The function  is fairly well behaved; it may be implemented via look-up table. When finite precision has been considered, 32 bit entries LUT is enough for LUT Log-BP.
MIN* Log-BP or Box-Plus Log-BP
In another approach [4], the check node update can be computed in pairs of incoming messages in recursive form, e.g. Umn= g (xn−1, g (xn−2, . . . , g(x2, x1))). It is based on the fact that for two random variables U and V, with LLR values L(U) and L(V), the function of Eq. (4) is usually referred to as box-plus operator, i.e.[image: ].
Both methods can be used for performance evaluation, according to our experience, it will be better that the magnitude of LLR should be limited to suitable range to evaluate error floor, but such limitation is reasonable and practical since quantization of  LLR is needed for real implementable LDPC decoder.            
NR LDPC base matrix
The size of parity check base matrix and compact matrix concept 
QC-LDPC codes have been used widely in high-throughput systems, such as IEEE 802.16e, IEEE 802.11n, and IEEE 802.11ac, and IEEE802.11ad. QC-LDPC codes are very suitable for high-throughput and low-latency system.  The size of base parity check has been summarized as follows:
Table 1 The size of base parity check matrix in various standards
	Standard
	Rate 
	Base graph size

	16e(Wimax)/11n/11ac
	1/2
	kb = 12, mb = 12, nb = 24

	
	2/3
	kb = 16, mb = 8,   nb = 24

	
	3/4
	kb = 18, mb = 6,   nb = 24

	
	5/6
	kb = 20, mb = 4,   nb = 24

	11ad
	1/2
	  kb =  8,  mb = 8,   nb = 16

	
	5/8
	kb = 10, mb = 6,   nb = 16

	
	3/4
	kb = 12, mb = 4,   nb = 16

	
	13/16
	kb = 13, mb = 3,   nb = 16



It is observed that the range of kb is at most 20 in these wireless wideband communication systems. Meanwhile, there are many research papers to discuss how to implement them with Gbps throughput. Therefore the base matrix of kb<=20 is relatively mature and reliable. We think it is reasonable to extend kbmax a bit (e.g., from 20 to 26) without causing too much implementation complexity.  However, several big base matrices (e.g. kbmax=32) have been proposed for NR. Whether those big base graphs can support the NR peak data rate with reasonable implementation cost is uncertain, and it is a great risk to introduce such large base graphs for NR eMBB.
Observation 3: It is observed that the range of kb is at most 20 in most wireless wideband communication systems, such as 16e (Wimax)/11n/11ac/11ad.
The number of systematic columns of LDPC base matrix is kb, wherein kb=nb – mb, nb is the number of base matrix’s columns and mb is the number of base matrix’s rows. The kb value can be used to indicate whether the LDPC base matrix is compact. It is suggested that the area efficiency should be evaluated under the assumption of 20 Gbps which is the core KPI for eMBB. The matrix with small kb (e.g. 6, 8, 10, 12, 16, 20) is preferred, which can support a compact structure. 
Compared with non-compact matrix, the compact matrix has the benefits as follows:
1) It is easier and more efficient to realize row parallel decoder for compact matrix because compact matrix has less numbers of rows, less maximum row weights and less non-negative elements than those of non-compact matrix, which leads to less complexity of CNUs, less barrel shift networks and simpler connection between CNU pins and memory banks.
2) It is easier and more efficient to realize block parallel decoder at 20 Gbps peak data rate, since compact matrix can be used to improve the potential maximum parallelism for block parallel decoder. As we all know, block parallel decoder make LDPC decoder work as serial processing like turbo codes, therefore throughput of such decoder is limited and more cores of decoder leads to more complex. In particular, Kmax can be calculated by the formula as Kmax = kb * Zmax，where Zmax denotes the maximum lift size. A limitation of Kmax leads to the limitation of Zmax. For a certain Kmax, Zmax becomes bigger while kb becomes smaller. Therefore, a compact matrix is very helpful to improve Zmax, which is the potential maximum parallel degree of the typical block parallel decoder where one cycle is needed for one element in the base matrix. 
3) According to the simulation results of several companies, it is shown that compact matrix has comparable performance to non-compact matrix.
4) Compact matrix has a lot of mature implementations with Gbps throughput since compact matrix has been accepted by many wireless wideband communications with LDPC. However, non-compact matrix has a great risk to NR LDPC implementation since no known implementations of Gbps throughput based on non-compact matrix.
5) The range of kbmin~kbmax of compact base graph is relatively small to support full flexibility of code size since information block length = kb * lift size.
6) Non-compact matrix leads to very high code rate (eg Rmax,j=0.89) of kernel base matrix before code extension, which leads to that 20 Gbps can be achieved only when code rate is higher than Rmax,j and  20 Gbps cannot be achieved for most MCS levels of high order modulation. However, there are tremendous bandwidth resources for high frequency band, NR UEs should support 20 Gbps at most MCS levels of high order modulation.
7) Compact matrix leads to less ROM to store the base parity check matrix.
8) Compact matrix leads to simpler descritpiton compared to base matrices of kbmax = 32 (Zmax = 256), especially when multiple different matrices are used for different code sizes.
Proposal 5: It is preferred that the compact base graph with kbmax≤26 and Zmax≥320 is used for eMBB LDPC. 
Number of base graph 
It is preferred that single base graph is used for NR LDPC. The reason is shown as follows: 1) single base graph has comparable performance to multiple base graphes.  2) single base graph  is simple and unified.  3) single base graph is suitable for row parallel decoder because multiple matrices lead to complex connections between CNU pins and LLR memory banks.  4) single base graph needs less ROM for storage.   
If multiple base matrices have to be considered for harmonization for eMBB LDPC, firstly enough benefits should be disclosed; secondly at most 2 base matrices are preferred. If two matrices are considered, one is used for large code block size and high code rate, the other is used for small code block size and low code rate. When used for small block size and low code rate, a very compact base graph such as the one with kbmax=8 in [5] should be considered. The reason is shown as follows:  1) Reducing power cost. 2) Realizing the optimal performance. 3) Decreasing the design complexity.  4) Lower code rate might to be obtained easily.  
Proposal 6: It is preferred that single LDPC base graph is defined for NR eMBB.
Uniform Base Matrix

To generate a LDPC code set of a certain range of code rate and code size, a uniform base matrix with the lowest code rate in the range is defined. A sub-base matrix of corresponding number of rows and columns is extracted from the uniform base matrix to support different code rates in the range. The lift size can be variable to support different code block sizes. An example for code rates of Ri and Rj is shown in Figure 2. An example of different lift size (expand factor) , namely Zs and Zt , is also shown in Figure 2. 


Figure 2 Uniform Base Matrix for different Code Rates (Rj<Ri) and different Code Block Sizes (Zs<Zt)

In order to obtain the base matrix of specific code size, the uniform base matrix has to be modified to generate a modified base matrix, which will really be used as parity check base matrix in the encoder/decoder of the LDPC code of specific code size. That is to say, for the LDPC codes of different code sizes and the same code rate, the positions of non-negative-one elements of their base matrices is the same, and the values of non-negative-one elements of their base matrices need to be changed. 





For each non-negative-one elements of the uniform base matrix above, the value should be modified. Let represents the i-th row, j-th column element of modified base matrix,  represents the i-th row, j-th column element of the uniform base matrixgiven by us. Then



Eg.    


is the largest lift size(expand factor), and z is the currently used lift size uniquely corresponding to the currently used code size.  denotes the operation that rounds the elements in it to the nearest integers towards minus infinity. The selection of the aforementioned function can be based on performance, how many binary bits to indicate the modified base graph Hbm, the calculation complexity etc.
Proposal 7:  It is preferred that uniform base graph design should be considered for flexibility.  
· uniform base graph(s) Hb is defined for a certain range  of code rate and code size.
· modified base graph Hbm for lift size z1 is derived from the corresponding  uniform base graph and its predefined z0 by using function f as:
· Hbm (i,j) = f(Hb (i,j),z1,z0)
· E.g., f = flooring, modulo, offset, combination 
· The selection of f  is based on performance, how many binary bits to indicate the modified base graph Hbm, the calculation complexity etc
· Parity-check matrix(s) for z1 is derived from the corresponding modified base graph(s) by using lifting
· H= g(Hbm,z1)     where g = lifting ;
· Shortening and puncturing are used for  providing various code rates  and code sizes in the certain range
The first Element in each column of Base Matrix
In the LDPC decoder, each element (non -1) in the base matrix corresponds to a cyclic shift. The value of element equals ‘0’, which means that there is no need for cyclic shift. For any column in base matrix, if the first non -1 element of each column is equal to ‘0’, information bits in the original order can be derived when the first two rows are updated, which means that code block CRC can be used to terminate decoding and correct information block can be derived once CRC check can pass.
Proposal 8: It is preferred that the first non-negative-one element in each column is zero for base parity check matrix. 
Compact LDPC Design
LDPC Base Matrix of uniform base graph
According to the design considerations described above, a uniform base graph for eMBB is defined for all code rates and all code sizes. The parameters of this uniform base graph are: nb=50, mb=34, kb=16. Four base matrices based on the same and single base graph are described in the attached Excel sheets. The base matrix A is used for information block size larger than 2560, base matrix B is used for information block size of (1024 2560], base matrix C is used for information block size of (256 1024], and base matrix D is used for information block size of [40 256].  For base matrix A, Zmax=512, “scale + floor” is used for different code sizes in the corresponding range; for base matrix B, Zmax=512, “scale + floor” is used for different code sizes in the corresponding range;  for base matrix C, Zmax=64, “scale + floor” is used for different code sizes in the corresponding range; for base matrix D, Zmax=16,  “scale + floor” is used for different code sizes in the corresponding range.

Lift size set:
Zset = [512 448 384 320 256 224 192 160 128 112 96 80 64 56 48 40 32 28 24 20 16 14 12 10 8 7 6 5 4 3]
LDPC Encoding Process 
There are three steps to encode an information block of size K bits into a codeword block of size N bits. In detail,  Step 1: Choosing corresponding life size and modified base matrix; Step 2: LDPC encoding; Step 3: bit selection. Note that, if the size of information bits K is larger than Kmax, code block segmentation is required to divide one TB into multiple code blocks. 
Choosing life size and modified base matrix  


For information size of K bits, the coding expanding factor Z is chosen to be the first element in Z set larger or equal to , wherein . Then the elements of coding base matrix are modified by coding expanding factor Z as the following:


 LDPC Encoding 



padding bits are attached at the end of information block.  bits information block is encoded into codeword of bits using the modified base matrix and lift size Z calculated above. 
Bit Selection 
Permutation is used to reorder the codeword bits in the predefined order. This operation can make suitable puncturing bits be selected to attain the best performance. The permutation vector is defined as follows:
PV=[2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47,48,49,0,1].




, k=0, 1, …, nb*Z-1, where is the original sequence and is the shifted sequence. Bit selection is performed as the following to obtain codeword.


wherein “null” denotes padding bit. The process of LDPC encoding and bit selection for  the above base matrix has been illustrated in Figure 3. 




Figure 3 the process of LDPC encoding and bit selection of the above base matrix
Truncated Matrix for decoder in LDPC Decoding Process
In order to implement more efficient decoding, a part of matrix instead of the whole base matrix is used for decoding.  If K and N is given, the part of the previous kb’ rows and the previous nb’ columns of  Hbm is truncated for decoding, which can be depicted by Figure 4. Furthermore, kb’ and nb’ can be calculated by the following formula: 
For truncated base matrix:

the number of rows： 

the number of columns：.


Figure 4    Truncated matrix from Hbm for decoder
Performance evaluation and comparison
The BLER performances of the proposed LDPC base graph are shown in Appendix with the simulation parameters in Table A1. The performance of the proposed LDPC base matrix is compared with that of [6] in Figure 5. Based on the simulation results, no error floor are observed for all code rates and all code sizes. The performance of the proposed LDPC design has comparable or slightly better performance to LDPC design in [6]. 
[image: ]
[image: ]
Figure 5 Required SNR Comparison between ZTE and Samsung in [6] at BLER=10-2  
Observation 4: It is observed that the proposed LDPC base matrix design has no error floor.
Observation 5: It is observed that the proposed LDPC base matrix design has comparable or slightly better performance to the design in [6].

Conclusion
In this contribution, some considerations of LDPC coding schemes for the new RAT are presented. In summary, we have the following proposals and observations:
Proposal 1:  Different coding requirements should be considered for different scenarios of New RAT.
Proposal 2: The main KPIs of eMBB LDPC coding are throughput, area efficiency and performance. The down-selection of eMBB LDPC candidates should be based on the combination of all three KPIs. 
Proposal 3: For fair comparison of eMBB LDPC, the same scheme should be used to evaluate complexity, performance and throughput.
Proposal 4: For fair comparison of eMBB LDPC, the same granularity of lift sizes should be used to evaluate flexibility.  Furthermore, parallelism friendly feature should be considered for flexibility evaluation.
Proposal 5: It is preferred that the compact base graph with kbmax≤26 and Zmax≥320 is used for eMBB LDPC.
Proposal 6: It is preferred that single LDPC base graph is defined for NR eMBB.
Proposal 7:  It is preferred that uniform base graph design should be considered for flexibility.  
· uniform base graph(s) Hb is defined for a certain range  of code rate and code size.
· modified base graph Hbm for lift size z1 is derived from the corresponding  uniform base graph and its predefined z0 by using function f as:
· Hbm (i,j) = f(Hb (i,j),z1,z0)
· E.g., f = flooring, modulo, offset, combination 
· The selection of f  is based on performance, how many binary bits to indicate the modified base graph Hbm, the calculation complexity etc
· Parity-check matrix(s) for z1 is derived from the corresponding modified base graph(s) by using lifting
· H= g(Hbm,z1)     where g = lifting ;
· Shortening and puncturing are used for  providing various code rates  and code sizes in the certain range
Proposal 8: It is preferred that the first non-negative-one element in each column is zero for base parity check matrix.
Observation 1: decoder throughput is proportional to spectral efficiency instead of code rate.
Observation 2: the peak throughput at low code rate for retransmission is much lower than 20Gbps.
Observation 3: It is observed that the range of kb is at most 20 in most wireless wideband communication systems, such as 16e (Wimax)/11n/11ac/11ad.
Observation 4: It is observed that the proposed LDPC base matrix design has no error floor.
Observation 5: It is observed that the proposed LDPC base matrix design has comparable or slight better performance to the design in [6].

References
[1]. 3GPP Draft Report of 3GPP TSG RAN WG1 #AH1 NR V0.1.0.
[2]. 3GPP R1-1701598 Further consideration on flexibility of LDPC codes for NR 88#
[3]. 3GPP R1-166413 Consideration on channel coding,  RAN1 86#
[4].  "Approximate-Min* constraint node updating for LDPC code decoding," in Proc. of IEEE Military Communications Conference, Oct. 2003, pp. 157-162, Christopher Jones
[5]. 3GPP R1-1701473 Compact LDPC design for eMBB
[6]. 3GPP R1-1706142, Samsung, “Performance evaluation of LDPC Code”, , 3GPP TSG RAN WG1 #88bis, April, 2017
Appendix
Table A1 Evaluate the block error rate (BLER) performance versus SNR for eMBB
	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	  ZTE
	[6]

	Decoding algorithm
	Flooding BP

	Target BLER
	[0.1, 0.01, 0.001, 0.0001]

	Code rate 
	[1/3 2/5 1/2 2/3 3/4 5/6  8/9]

	Information block size
	  [400 1000 1024 1344  2000 4000 6000 8000]

	Max Iterations
	50
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