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For polar code design for NR control channels the following conclusion was agreed in RAN1#88[1]: 
Conclusion:
1) Until RAN1#88bis, work together on a coding scheme that achieves the benefits of both Alts 1&2
· With J’ bits for the purpose of assisting the polar decoding, where  0<=J’<=Jmax , aiming for Jmax , e.g. in the region of 8 (other values are not precluded)
· This does not preclude the use of the J bits for assisting decoding
· Note that any PC-frozen bits would be considered to be among the J’ bits
· The following are examples:
J bits CRC + J’ bits CRC + basic polar;
J bits CRC + J’ bits distributed CRC + basic polar;
J bits CRC + J’ PC bits + basic polar; (i.e. PC-Polar)
J bits CRC + J’ Hash sequence + basic polar;
(J + J’) bits CRC + basic polar
In the past meetings, various “assistant bits + basic polar” schemes have been proposed. The idea of “using assistant bits for polar decoding” has been widely adopted, including PC-Polar [2], CA-Polar [3], a joint PC- & CA-Polar [4], CRC-Hash Polar [5], and distributed-CRC Polar [6][7][8]. The various solutions differ in terms of number of assistant bits, their usage (for error detection and/or correction), positions and values.
In RAN1#88, there was some discussion on limiting the maximum value of J’, denoted as Jmax, e.g. in the region of 8, although it was clarified that other values are not precluded in the agreement. According to our understanding, the main considerations to keep J’ relatively small, e.g. in the region of 8, are perhaps the following: 
· Consideration 1: A large number (J’) of the assistant bits would take a large number of the reliable bit positions that should have been allocated to the information bits, which would degrade the code property (e.g. good BLER performance). 
· Consideration 2: Some additional logic and latency are required to determine a large number (J’) of the assistant bits, their positions and their values.  
In this contribution, we further discuss whether the above two considerations can be resolved without limiting the value of J’. In the following, we denote J’ = Ja’ + Jb’, where Ja’ is number of assistant bits whose bit positions are carefully chosen to guarantee good code property, while Jb’ is the number of remaining assistant bits. In particular, we advocate the following:
1) Keep the value of Ja’ small. This would make more reliable bit positions to be available for information bits, thus addressing consideration 1 above. Further, a small value for Ja’ reduces the logic and latency of finding the corresponding Ja’ bit positions, which helps to address consideration 2 above.
2) The value of Jb’ equals the number of all remaining frozen bit positions, where the remaining frozen bit positions are derived after excluding punctured/shortened bit positions, the bit positions used for information bits (including CRC bits), and the bit positions used by the Ja’ assistant bits. Consequently, the bit positions for the Jb’ assistant bits can be naturally derived without additional procedure, which helps to address consideration 2 above as well. 
3) Further, it is shown in the contribution that complexity of setting the values of J’ = Ja’ + Jb’ assistant bits is marginal.
According to the above principles, we show in this contribution that a PC-CA polar code can 1) exhibit good BLER performance; 2) allow the BLER performance to improve as the list size increases, without degrading the false alarm rate; 3) be constructed without a hard limit on the number of assistant bits (note that the complexity to handle these assistant bits is marginal as shown later in this contribution). 
Besides, we also investigate the Hash-polar code and distributed CRC polar code designs. In particular, we note that early termination attributed to distributed parity-check in distributed CRC polar code would help reduce the average power consumption and latency in blind detection.  
Notations:
K:	information bits length
M:	code block length
N:	mother code block length, equal to 
R: 	code rate
I: 	Information set
F: 	Frozen set
PCF:  PC-Frozen
P:	Shortened/Punctured Pattern
[bookmark: _Ref477266525]PC-CA Polar Design
We review a joint PC- and CA-Polar scheme [4] that takes advantage of both types of assistant bits:


Figure 1.	Joint PC-and CA-Polar scheme
· Both J CRC bits and J’ PC frozen bits are used for error correction (path pruning)
· J CRC bits are also used for error detection and the number of CRC checks is limited to T times for FAR consideration
As shown in Figure 2, K-bit information, J-bit CRC, and Ja’-bit PC-frozen take the most reliable bit positions. Among them, the Ja’-bit PC-frozen takes the bit positions with a minimum row weigh (wmin) in [2][12]. The value of wmin is in term of (K+J+Ja’). Thus, a parallelized selection of Ja’ PC frozen bits is achieved by a look-up-table (LUT) that stores all pre-calculated wmin.


[bookmark: _Ref477814743]Figure 2.	Reserved K +J + Ja’ most reliability bits positions for information bits, CRC bits, and PC frozen bits
The value of Ja’ shall be limited, in order to make more reliable bit positions to be available for information bits and also reduce the logic and penalty for the LUT of wmin. In detail, we construct the PC-CA polar code as follows:
1. Limit the number (, see Appendix A) of the PC frozen bits competing for the most reliable bit positions against the information bits and CRC bits.  
2. Skip the bit positions to be shortened and/or punctured and the Ja’ most reliable bit positions with wmin, when selecting K+J most reliable bit positions for the information bit and CRC bits.  
3. Use all the remaining bit positions (except those to be shortened and/or punctured) as PC frozen bits to avoid any logic and latency to search for additional Jb’ assistant bits.
4. Set the values on these J’= Ja’+ Jb’ bit position by a prime-length cyclic shift register.
In other words, Point #1 ensures more reliable bit positions for the information bits and CRC bits; and Point #3 reduces the implementation cost (See Section 3). 
Next we focus on how to obtain wmin in Point #1 on the fly. Figure 3 shows how the value of wmin decreases along with K’ (=K+J+Ja’). Instead of storing all wmin for all the K’, we store log2(N) transition-points of wmin so that a determination of wmin turns into a search for the transition-points of wmin, given a K’ value.
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Figure 3.	Minimal hamming weight for different K’
As an example, for N=1024 the transition-points are listed in Table 1.
Table 1. Transition-points for K’ and minimal hamming weights
	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	Ktransition
	2
	7
	21
	56
	134
	287
	531
	805
	984
	1024

	Htransition
	9
	8
	7
	6
	5
	4
	3
	2
	1
	0



Assume K’=100, then use Table 1 to find wmin as follows.
Step 1: find index K’=100 within the elements in Ktransition, we find that it is the 4th element.
Step 2: take the corresponding Htransition = 6, and we have wmin= 26 = 64.
The value of the J’ assistant bits are set by a length-5 cycle shift register operation as shown in Appendix A, which is based on [2].
[bookmark: _Ref477816073]Implementation Evaluation
The PC-CA Polar code has similar implementation cost as CA-Polar code. A decoder treats the PC frozen bits similarly as frozen bits. The details can be found in Appendix B.
· No decoding path splitting, path metric sorting, and path pruning are required for neither frozen bits nor PC frozen bits.
· Similarly to CA-Polar that updates the decoding path metric on a frozen bit after comparing the decoded frozen bit value against an expected value of 1’b0, PC- and PC-CA Polar update the decoding path metric on a PC frozen bit after comparing the decoded PC frozen bit value against an internally accumulated PC value.
· Since a decoder skips all the frozen bits prior to the 1st information bits, there is no PC frozen bit prior the 1st information bit. 
· In the case that a UE-ID is masked on the frozen bits [18], these non-all-zero frozen bits and PC frozen bits become even more similar to each other. Note that the PC frozen bits and UE-ID-masked frozen bits can well coexist attributed to the linear nature of the latter.

Three types of Polar codes had been evaluated to estimate the power consumption percentage of the PC module, including 1. PC-Polar, 2. CA-Polar and 3. PC-CA Polar. Note that for PC-Polar, CA(CRC-Aided) module is excluded, no input signal is routed to CA module; and for CA-Polar, PC module is excluded, no input signal is routed to PC module.
The evaluation results are show below:
Case 1: K=200, N=300
	Module　
	Power consumption percentage

	CA module
	0.41%

	PC module
	0.42%



Case 2: K=80, N=240
	Module　
	Power consumption percentage

	CA module
	0.51%

	PC module
	0.52%



From the above results, both PC and CA module consume a tiny proportion of power consumption (the power consumption is measured from the case with two codewords simultaneously decoded in a single decoder; the energy consumption is obtained by multiplying the power level by the number of cycles required for each (K,N) pair). 
According to pre-layout simulation results, the additional area & power consumption due to the PC-CA scheme compared to CA-only scheme is almost negligible. The reasons are two-fold: (i) the PC frozen generation module is small; (ii) the F/G function calculation and PM (path-metric) sorting operation consume the majority of the power.
Observation 1: The additional power consumption of PC-CA polar is only ~0.5% in comparison with CA-polar; the additional area is negligible (according to Appendix B).

Performance Evaluation
We consider the following requirements to evaluate the performance:
· False Alarm Rate (FAR): an equivalent FAR target (<~10-5) with a 16-bit CRC reserved for error detection. For CA-SCL decoder, if its CRC is checked on the first T paths [4][9], then the same level of FAR to LTE can be achieved with a 16+log2 (T) bit CRC.
· Block Error Rate (BLER): CA-Polar with 19-bit CRC at list size of 8 as reference. 
· List Gain: the code design should allow variations in the implementation of the decoding algorithm and should not limit further improvement of the decoding algorithm. As stated in [9], [10] and [4], “larger list size is still possible” and “the implemented list size is up to UE decision”. Although we evaluate list 8 as the baseline, evaluations of other values are not precluded [11].
In the following, we compare two different schemes with different list size:
1) CA-Polar:
· 19 (J)-bit CRC is used for both error correction and error detection. 
· Maximum T=8 times CRC check is allowed for a CA-SCL decoder to ensure the FAR.
2) PC-CA Polar:
· 18 (J)-bit CRC is used for both error correction and error detection
· All frozen bits are used as PC frozen bits for error correction (path pruning), and its position are chosen according to section 2 and Appendix A.
· Cycle shift register operation on PC frozen bits are applied as shown in section 2 and Appendix A.
· Maximum T=4 times CRC check is allowed to ensure the FAR.

In Figure 4, the required SNR to achieve a 0.01 BLER is plotted for different info block lengths and code rates. The curves for CA-Polar are plotted in black, and the curves for PC-CA Polar are plotted in red. 
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Figure 4. BLER Performance for L ={8,32}
As we can see from Figure 4, CA-Polar has very small performance gain as the list size increases from 8 to 32. In contrast, the performance improvement for PC-CA Polar is significant when the list size increases from 8 to 32. With list 32, the gain of PC-CA Polar over CA-Polar is larger than 0.5dB.
Observation 2: PC-CA polar has better performance than CA-polar in case of L=8 and its performance improves more than CA-polar when L>8.
Distributed-CRC Polar Code 
A distributed or interleaved CRC polar code is proposed in [6][7][8]. After a permutation of the CRC generator matrix, some parity check bits are relocated in the middle of an information block. According to [7], a decoder can treat them in different ways: as information bits for error detection or as dynamic frozen bits, PC bits, for error correction. Moreover, it was noted in [8] that about 30% complexity can be saved due to the early termination, which makes much sense in blind detection of PDCCH. Nevertheless, to construct a distributed CRC polar code needs a permutation of the CRC generator matrix for every given information block length (K). The Gaussian elimination algorithm proposed in [8] would introduce some non-negligible addition logic and latency, actually it can be further simplified based on polynomial division method in implementation. Since only interleaving is introduced within CRC encoded codeword before polar encoding, BLER and FAR (type I[footnoteRef:1]) performance should be similar to CA-Polar. [1:  Type-I FAR = (# of events that CRC pass and wrong decoding) / (# of events of wrong decoding).] 

In this section, we focus on the early termination aspects of the distributed CRC bits solution, to investigate the complexity-reduction brought by the early termination. The following parameters are defined as evaluation criteria:
· Early termination Ratio (ET Ratio) = Early terminated decoding attempts / All decoding attempts
· Saved Computational Complexity Ratio in Early Terminated Decoding Attempts (SCCR in ERDA) =Remaining non-decoded non-frozen bits in all early terminated decoding attempts / All non-frozen bits in all early terminated decoding attempts
· Total Saved Computational Complexity Ratio (TSCCR): ET Ratio * SCCR in ETDA
Figure 5 shows the early termination algorithm that we simulate with a SCL decoder that treats the distributed parity check bits as information bits. At the initial stage, all the surviving paths are labeled as “failure-free”. Once a distributed parity-check bit is decoded, the decoder would use it to check all the “failure-free” survival paths and labels one path as “failure” if it doesn’t pass the error test. If and only if all paths are labeled as “failure”, an early termination is activated. 
[image: ]
[bookmark: _Ref477869511]Figure 5	A Label-driven Early Termination of Distributed CRC polar Code 
A 19-bit distributed CRC and a decoder with a list size of 8 are used in the simulations. The measurements are the following: 
· ET Ratio is close to 100%.
· SCCR in ERDA is between 20% and 50%. 
· TSCCR is between 20% and 50%. 
[image: ]
Figure 6 	Performance of Early Termination with 19-bit Distributed CRC bits and list L=8 
Observation 3: The early termination due to distributed parity-check saves 20% to 50% computational complexity, depending on the DCI payload size.
We also run simulations to check whether an early termination scheme would degrade the FAR (type-II[footnoteRef:2]) with AGWN input. The same simulation parameters, 19-bit distributed CRC bits and a decoder with a list size of 8, are used. [2:  Same as Type-I FAR except that AWGN is the input to the decoder.] 

[image: ]
[bookmark: _Ref477870525]Figure 7. 	FAR (type-II) of Distributed CRC polar code with Early Termination
Observation-4: FAR performance is the same with/without early termination for distributed CRC polar with AGWN input.
Hash-Polar
In the Hash-Polar solution [5], Hash bits are calculated from the information bits before polar encoding and used to assist error correction in polar decoding. In this section, we compare the BLER performance of Hash-Polar with CA-Polar.
The reliability sequence is calculated through the polarization weights method, and bit reversal shortening is used as the rate matching method.
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Figure 8 	BLER performance comparison between Hash Polar Code and CA Polar Code
From Figure 8, we can see that the BLER performance for Hash-Polar is comparable with CA-Polar. The FAR performance and the capability to obtain list gain is similar to CA-Polar by using the design in [5] since the Hash bits are essentially parity check bits like CRC bits.
Observation 5: Hash-CRC Polar has comparable performance to CA-Polar.

More Evaluation Results
It is well known and largely simulated that well-designed assistant bits would improve the code property of a polar code by increasing its minimum coding distance. In this sense, PC-Polar and PC-CA Polar exploit these assistant bits, e.g. [21] and [22]. 
To understand why the PC bits help improve the code property more than others, we first analyze the successive-cancellation (SC) decoder that treats a Polar code as multi-level code. At each step (information bit), a SC algorithm estimates the distances between the received vectors and two possible cosets that are determined by the current level of polarization transformation. It selects the smaller one and accordingly an appropriate coset value of information bit. Therefore, the spectrum of the distance between the two possible cosets determines the probability of a wrong decision at this step. Two closer cosets at this step would tend to a higher probability of a wrong decision, that is, a lower reliability on this bit position. 
PC bits allow a SC(L) decoder to make a decision not only on the distance between the cosets but also the “history”, which mathematically increases the minimum distance between cosets. In other words, PC bits impose higher penalties to wrong paths by giving worse path metrics. Therefore, PC bits lead to better performance, especially under larger list sizes.
Decoding Latency
The following table provides the decoding latency of a complete polar decoder (including the rate-matching scheme and bit position generation) on an existing hardware implementation that supports a CA-Polar and PC-CA-Polar SCL decoders at 14nm ASIC technology with a 1GHz clock frequency. 
The table below details the decoding latency using the following parameters:
· CA-Polar : CRC bits J=19, T=8, L=8
· PC-CA Polar : CRC bits J=18, T=4, L=8
Table 2. Latency evaluation results for CA Polar and PC-CA Polar
	
	N=256
	N=512
	N=1024

	
	CA
	PC-CA
	CA
	PC-CA
	CA
	PC-CA

	K=40
	199
	199 
	352
	355
	451
	454

	K=60
	240
	240
	383
	395
	585
	590

	K=80
	246
	252
	417
	413
	623
	626

	K=100
	275
	275
	445
	450
	646
	651

	K=120
	287
	290
	486
	486
	680
	689

	K=200
	302
	302
	578
	574
	799
	806



The decoding latency difference between CA-Polar and PC-CA Polar is very small. In some cases, the PC-CA polar latency is even lower than CA-Polar (e.g. K=80, N=512) because of the different information bit positions due to PC assistants bits leading to different optimization in a multi-bit decoder.
Although SSC-List decoder implementations are not available, the multi-bit parallel decoder with parity-check assistant bits can be extended to support a SSC-List decoder implementation.  Therefore we can conclude that the decoding latency of a SSC-List decoder would be comparable between CRC-Aided Polar and Polar code using PC assistant bits.
As detailed in Appendix B, a fully pipelined implementation is proposed to generate the assistant PC value at the encoder. Also the details are provided in Appendix B to show how the same PC generation module is used by the decoder to accumulate and verify the parity check bits.  Finally, we demonstrate the encoding and decoding latencies are similar between CA and PC-CA Polar code construction.
Observation 6: With multi-bit parallel decoding implementation, CA and PC-CA Polar decoders have similar decoding latencies.
Performance
In the following, we compare two different schemes with different list size:
3) CA-Polar:
· 19 (J)-bit CRC is used for both error correction and error detection. 
· Maximum T=8 times CRC check is allowed for a CA-SCL decoder to ensure the FAR.
4) PC-CA Polar:
· 19 (J)-bit CRC is used for both error correction and error detection
· All frozen bits are used as PC frozen bits for error correction (path pruning), and their positions are chosen according to section 2 and Appendix A.
· Cycle shift register operation on PC frozen bits are applied as shown in section 2 and Appendix A.
· Maximum T=8 times CRC check is allowed to ensure the FAR.
Without Puncturing/shortening (Mother code length)
In Figure 9, the required SNR to achieve a 0.001 BLER is plotted for different info block lengths and mother code lengths, i.e., no rate matching. The curves for CA-Polar are plotted in black, and the curves for PC-CA Polar are plotted in red, the solid curves are list 8 and the dashed curves are list 32.
[image: ]
Figure 9. BLER Performance for L ={8,32}
A CA-Polar code has smaller performance gain as the list size increases from 8 to 32 than PC-CA Polar. With a list 32, the coding gain of a PC-CA Polar code over CA-Polar code can reach 0.3dB. Note that no rate-matching scheme is involved in the simulations in Figure 9.
With Puncture
Figure 10 shows the BLER performance with some punctured bits with various list sizes. The curves for CA-Polar are plotted in black, and the curves for PC-CA Polar are plotted in red.
[image: ]
Figure 10. BLER Performance for different list sizes
PC-CA polar code has more gain of list size 32 over list size 8 than CA-Polar. It is noted no significant gain is observed when the list size is more than 32; whereas such as coding gain is observed on PC-CA polar code. These results show that a puncture-based rate matching scheme also benefits from PC-CA Polar codes under large list sizes.
Large List Gain
The performance comparision between PC-CA Polar and CA-Polar from list size 8 to list size 256 are evaluated and illustrated in Figure 11. Also the different rate-matching had been used for the evaluation, and list in Table 3. The red curves present PC-CA polar and the black curves present CA-Polar. PC-CA Polar code is able to continue delivering a performance gain along with an increasing list size for various  rate-matching schemes; whereas this is not a usual observation in the case of CA-Polar code.
We investigate various rate-matching schemes in the following simulations with PW sequence in order to show that the coding gain with large list is universal for PC-CA polar code regardless rate-matching scheme.
Table 3. Rate-Matching Scheme for Evaluation between CA Polar and PC-CA Polar
	
	K=48
	K=64
	K=80
	K=120

	R=2/3
	S
	S
	S
	S

	R=1/2
	BRO-S
	BRO-S
	BRO-S
	BRO-S

	R=1/3
	BRO-S
	BRO-S
	BRO-S
	BRO-S

	R=1/6
	P
	P
	P
	P

	R=1/12
	P
	P
	P
	P


S: shortening scheme is used 
P: puncturing scheme is used 
BRO-S: Bit-Reversal-Order Shortening scheme is used
[image: ][image: ]
(a) K=48                                (b)K=64
[image: ][image: ]
(c) K=80                                 (d) K=120
Figure 11. Large list performance for PC-CA Polar and CA-Polar

Observation 7: PC-CA Polar shows stable coding gain compare to CA-Polar in different comparison scenario including without rate-matching, combined with puncture and shorten, large list etc.
In [19], a different PC-CA Polar design was simulated compared to our PC-CA design as in [Appendix C]. 
Conclusion
In this contribution we considered various polar coding schemes, and discussed and evaluated the impact on complexity and performance of the bits assisting polar decoding, considering the code construction for the different types of assistant bits. We also investigated the early termination aspect of distributed CRC polar scheme, and evaluated the impact on computational complexity and FAR performance. We have the following observations.
Observation 1: The additional power consumption of PC-CA polar is only ~0.5% in comparison with CA-polar; the additional area is negligible (according to Appendix B).
Observation 2: PC-CA polar has better performance than CA-polar in case of L=8 and its performance improves more than CA-polar when L>8.
Observation 3: The early termination due to distributed parity-check saves 20% to 50% computational complexity, depending on the DCI payload size.
Observation 4: FAR performance is the same with/without early termination for distributed CRC polar with AGWN input.
Observation 5: Hash CRC Polar has comparable performance to CA-Polar.
Observation 6: With multi- bit parallel decoding implementation, CA and PC-CA Polar decoders have similar decoding latencies.
[bookmark: _GoBack]Observation 7: PC-CA Polar shows stable coding gain compare to CA-Polar in different comparison scenario including without rate-matching, combined with puncture and shorten, large list etc.
Given the above observations, we have the following proposal:
Proposal 1: PC-CA Polar is taken as the baseline for Polar code construction, with further work to potentially support early termination capability.
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Appendix A: PC-CA Polar Construction Steps
The PC-CA Polar construction and encoding steps are summarized below:
Step 1: Information/PC Frozen/punctured set selection
Following the general procedures described in [2], and adopting the simplification methods described in Section 2, we give a detailed description of the key construction steps as follows.
1) Select N-M positions as shortened/punctured set P
2) Select K information (here K includes J bits CRC) bits set by descending reliability order
· Skipping shortened/punctured positions in P
· Skipping reliable bits position with row weight wmin
· The row weight wmin is determined on-the-fly according to Section 2.
· The maximum number of skipped reliable bits position is Ja’, e.g.  for J=18, T=4 and  for J=19, T=8; The value of J’a is FFS according to the different value of J.
3) Select all positions except K and P as PC frozen bits
Step 2: PC frozen bits generation
The PC frozen bits value are generated by a p-length (e.g. p=5) cyclic shift register operation like below: 
1. initialize a p-length cyclic shift register, y[0],…,y[p-1], to 0
2. go through the elements in [u0, u1, u2, … ,uN-1], 
· cyclic left shift the register
· if the i-th sub-channel is information: 	set y [0] = (ui XOR y[0])
· if the i-th sub-channel is PC frozen: 		set ui =y [0]
Step 3: Arikan Polar encoding
After assigning the values of information/PC frozen bits, Arikan Polar coding is performed by multiplying the N-sized vector u by a Kronecker kernel matrix to obtain an N-sized code word x.

Step 4: Rate-matching
Finally, the N-sized code word x is shortened/punctured into M-sized code length according to the shortened/punctured set P.

Appendix B: PC-CA Polar Implementation Detail
PC Frozen Bits Generation
Figure B.1 illustrates the PC Frozen (PCF) generation flow that inserts the PC frozen bits to the 32-bit vector in parallel.


Figure B.1.	PCF generation flow
Positions of PC frozen bits:
PC bit mask indicates the bit positions for all PC frozen bits. It is implemented with a NAND gate logic to combine the information bit(including CRC bit) mask with the rate-matching bit mask (which indicates the shortened / punctured bit positions), as illustrated in Figure B.2. Since all remaining available bit positions are allocated for the PC frozen bits, no extra storage and logic is required.


Figure B.2: PC bit mask

Values of PC frozen bits:
Figure B.3 shows a 32-bit wide PCF generation module that implements the cycle shift register operation in parallel. At the encoder, information bits are inserted to their corresponding positions in the 32-bit input vector, while other positions are set to zero. At the decoder, both information and PC-frozen bits are processed by the PCF generation module to accumulate internally the parity-check values and extract the expected parity check values used to detect PC-Frozen bit mismatches.


Figure B.3.	PCF generation module

Decoding Latency
A variety of low-latency decoding techniques have been proposed in literature, including decision-aided decoding [13] and simplified successive-cancellation (SSC) [14]. Both techniques work well with list decoding and this section demonstrates how both schemes apply to PC-CA Polar.
1. Decision Aided SCL Decoding:
It takes the advantages of the reliabilities of the information (including CRC) and PC frozen bits. 
First of all, we specify: 
· Each bit position is labeled as “good” or “bad” in terms of their reliability or order in the ordered sequence. 
· The 4 consecutive bit positions are treated as one group.  
When a SCL decoder is decoding a 4-bit group other than bit by bit: 
· Mode-1: When the current group contains both reliable (“good”) and unreliable (“bad”) bits, it computes the LLR and then updates, extends and sorts the path metrics.

· Mode-2: When the current group contains only reliable (“good”) bits, regardless information, CRC, or PC frozen bits, it computes the LLRs only and doesn’t extend nor sort the paths.
According to the statistics in [12], about 50% bit positions would be treated in Mode-2 at a cost of 0.1dB BLER performance loss so that the overall decoding latency is reduced. 
2. SSC-List decoding:
On top of the decision-aided-decoder, the SSC-List technique [12][15][16][17] is applied to the PC-CA Polar decoder. Below is an example of a SSC tree of N=128, K=64 (info+CRC) as follows (J’a = 1 according to Section 2):


Figure B.4: A SSC Tree of a PC-CA Polar Decoder
Such concepts as Rate-1, Rate-0 and repetition node in [14] as well as the methods described in [17] are directly applied to the PC/CA polar decoder by treating all the PC frozen bits as frozen bits in a SSC decoder:
· Rate-1 node: contains only the information/CRC bits 
· Rate-0 node: contains only the PC frozen bits
· Repetition node: contains only one information/CRC bit
Processing a Rate-1 Node
Besides usual processing operation on a Rate-1 node, it is equipped with a PC frozen bits generator module as described in Section 3.1.


Figure B.5: PC-CA Polar Node-1 decoding flow
The PCF generation module can perform multi-level node-1 accumulation, therefore it supports multiple levels of parallelism during decoding. We use the maximum level = 32 as an example.


Figure B.6.	PCF generation module (for decoder)
In figure B.6, level-x means the level of parallelism, i.e., the number of LLR input. For example, if x = 16, there are 16 LLR input. Correspondingly, 16 bits are decoded and output at the same time. 
Meanwhile, the PC module will generate 16 PC frozen bits at the background. The level of parallelism determines which data will be fed to the PC feedback registers after the 16 PC frozen bits are generated. The dashed window in different color corresponds to different value of x.
This step can run in parallel with partial sum accumulation. Thus, it does not cost any additional cycles.

Processing a Rate-0 node
Slightly different from the usual processing operation on a Rate-0 node, the PC frozen bits are non-all-zero bits output from a PC-bit generation module, which is in the form of length-2/4/8/16/32 bit vectors. Then, a Kronecker function is executed to convert the u(x) value to partial sum value PSUM(x). In multi-bit decoding, PSUM(x) is used to calculate the Path Metric. This step can run in parallel with the next F/G function. Thus, it does not cost any additional cycles. After node-0 completes, we can continue to generate PC values, which reuses the PCF generation module for decoder. All we need to do is set all input data to zero and tell the PCF module what the x value is.


Figure B.7: PC-CA Polar Node-0 decoding flow

Processing a Repetition node
A 2/4/8/16/32-sized repetition node has one single information bit. To process this node, the same logic for Rate-0 node is reused. The key lies in PSUM (partial sum) calculation, which is necessary for Path Metric accumulation.
Let’s take 4-sized repetition node for example. The partial sum is defined as PSUM(x) = [x p2 p1 p0]×G4, where x is the value of the information bit and G4 is the 4×4 kernel. In basic Polar, the PSUM values are either PSUM(0)=[0 0 0 0] or PSUM(1)=[1 1 1 1]. For PC-CA Polar, we need to calculate the PSUM value according to the PC-Frozen values. However, we can reuse the Rate-0 logic to do so: 
1. Simply treat the information bit to be a 0-valued “frozen bit”, then this node becomes Rate-0. PSUM(0) = [0 p2 p1 p0]×G4.
2. Now that the information bit can also be 1-valued. It is straightforward to see that PSUM(1)= [1 p2 p1 p0]×G4 = ~([0 p2 p1 p0]×G4) = ~ PSUM(0). The logic in Rate-0 can be reused with a “~” (negation) logic.


Appendix C: Performance Calibration with [19]
In order to perform calibration with the results in [19], we use the same set up as in [19], i.e J = 19 and K=32, the payload size(including J bit CRC) should be K-16+J, and the code length is M = K/R. The calibrated results is show below.
We investigate various rate-matching schemes in the following simulations with PW sequence in order to show that the coding gain with large list is universal for PC-CA polar code regardless rate-matching scheme.
Table C.1 Rate-Matching Scheme Used in Performance Calibration
	　
	K=32-16
	K=48-16
	K=64-16
	K=80-16
	K=120-16
	K=200-16

	R=2/3
	S
	S
	S
	S
	S
	S

	R=1/2
	BRO-S
	S
	BRO -S
	BRO -S
	S
	BRO -S

	R=1/3
	BRO -S
	P
	BRO -S
	BRO -S
	P
	P

	R=1/6
	P
	P
	P
	P
	P
	P

	R=1/12
	P
	P
	P
	P
	P
	P


S: shortening scheme
P: puncturing scheme 
BRO-S: bit-reversal order shorten
In the following figures, the green curves are generated by Huawei’s PC-CA polar code. The rest curves are directly copied from [19]. 
· K=32-16, M=32/R
[image: ]
· K=48-16,M=48/R
[image: ]
· K=64-16,M=64/R
[image: ]
· K=80-16,M=80/R
[image: ]
· K=120-16,M=120/R
[image: ]
· K=200-16,M=200/R
[image: ]
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