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Introduction
In RAN1#87, Polar codes were adopted as channel coding for uplink control information and downlink control information (working assumptio) for eMBB system except for very small block length [1]. A detailed design of Polar codes is proposed in [2] for control channel in eMBB system. A single CRC for joint dectection and CRC-aided SCL decoding (CA-SCL) is propsed in the contribution [3]. The additional CRC bits are related to the list sizes used in the SCL decoder. It can provide same false alarm rate with lower additional CRC overhead. The comparison between CA-SCL and Parity check SCL (PC-SCL) in [4] is discussed in [5].  The performance comparison between CA-SCL and PC-SCL is depicted in Figure 1.
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Figure 1. Performance comparison between CA-SCL and PC-SCL
In CA-SCL, the CRC bits is set as 19 bits to normalize the false alarm rate with L=8. In PC-SCL, the CRC bits is set as 16 bits to provide the same level of false alarm rate in LTE. It is seen that the performance of CA-SCL with L=8 is better than PC-SCL with L=8, especially for small information block lengths. 
Observation 1: The performance of CA-SCL is better than that of PC-SCL with L=8
A CA-PC (CA concatenated with PC) scheme is proposed to improve the perforamnce by selecting 4 best candidate paths from L=8 candidate paths in [6].  
In this contribution, we will further compare the Polar codes between CA and CA-PC for control channel for CRC length of 16 bits based on the following evaluation agreement from RAN1#88 in Athens [2]:
Conclusion:
· Until RAN1#88bis, work together on a coding scheme that achieves the benefits of both Alts 1&2
· With J’ bits for the purpose of assisting the polar decoding, where  0<=J’<=Jmax , aiming for Jmax , e.g. in the region of 8 (other values are not precluded)
· This does not preclude the use of the J bits for assisting decoding
· Note that any PC-frozen bits would be considered to be among the J’ bits
· The following are examples:
J bits CRC + J’ bits CRC + basic polar;
J bits CRC + J’ bits distributed CRC + basic polar;
 J bits CRC + J’ PC bits + basic polar; (i.e. PC-Polar)
 J bits CRC + J’ Hash sequence + basic polar;
(J + J’) bits CRC + basic polar
According to this assume, we also design a CA-PC scheme in whice there are 19-bit CRC concatenated with another 5 PC bits (J+J’=24 with J=16 and J’=8). The performance of this design is also compared in this contribution.
Simulation parameters for control channel
In this contribution, we will focus on the performance comparison among CA with fixed CRC bits and two CA-PC schemes. PW construction and bit-reversal shortening are used for these the cases. As a reference, we also provide FRANK construction w/ block rate matching as a performance benchmark. The detailed simulation parameters for control channel are listed in Table 1.
Table 1 Simulation parameters for control channel
	Channel
	AWGN

	Modulation
	QPSK

	Sequence
	PW
	FRANK

	Code Consturction
	  CA
	CA-PC(HW)
	CA-PC(QC)
	CA

	Concatenation
	CRC-Polar
	CRC-PC-Polar
	CRC-PC-Polar
	CRC-Polar

	Code rate
	1/6, 1/3, 1/2, 2/3

	Decoding algorithm
	CA-SCL with L=8 and other list sizes
	CA-PC-SCL with L= 8 (4 in CRC check)                and other list sizes
	PC-SCL with L= 8  and other list sizes
	CA-SCL with L=8 and other list sizes

	Info. block length
	{32, 48, 64 80, 120, 200} –16

	CRC bits 
	19
	18
	19
	19

	PC bits
	0
	4
	5
	0



Different constructions of hybrid CA-PC polar
The detailed scheme for CA-PC(HW) can be found in [6]. In fact, the number of PC bits is not actually 4 when the parameter of Fp is selected as 4. The performance in the curves in [6] correspond to the Fp=4 with additional PC bits. The large number of PC bits in the design will cause substantial increase in decoding latency. More detailed discussion on decoding latency impact of PC bits can be found in [7]. In this contribution, we use total of Fp=4 bits without additional PC bits to align with the agreement. We also show that the specific PC bit location selection proposed in [6] is neither necessary nor optimal. One alternative design, CA-PC(QC) construction is also evaluated.
The main steps for CA-PC(QC) are as follows:
1) Sorting the poistions except puncuture bits according to the reliabity
2) Put the information bits and CRC bits on the positions with most reliability
3) Put PC frozen bits on the remaining positions with most reliability 
Because the PC bits are put into the the positions with most reliablity, the performance with small list size is not degraded as CA-PC(HW).
Performance comparison of CA, CA-PC(HW), and CA-PC(QC) with L=8
The performance comparison among CA, CA-PC (HW) and CA-PC (QC) is depicted in Figure 2. In CA and CA-PC (QC), the CRC bits is set as 19 bits to normalize the false alarm rate with L=8. In CA-PC (HW), the CRC bits is set as 18 bits to normalize the false alarm rate with 4 best candidate paths for CRC checking from L=8. It is seen that the performance of CA with L=8 is better than CA-PC (HW) with L=8, especially for small information block lengths. At the same time, the performance of CA-PC (QC) with L=8 is also better than CA-PC (HW) with L=8.
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Figure 2. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC)
Observation 2: The performance of CA and CA-PC(QC) are similar and both are better than CA-PC(HW) with L=8.
It should be noted that for CA-SCL, having fixed CRC overhead does not preclude the use of larger list size. For instance, when the list sizes of CA-SCL decoding is larger than 2^m (where m is the number of additional CRCs attached to normalize FAR), in the final path selection, the best 2^m paths in the list are selected according to the path metric for further CRC checking. In this way, the false alarm rate is still kept as the case of L=2^m. It is noted that there may be other proprietary UE implementation schemes to provide better performance with the same false alarm rate, which is beyond the scope of this contribution. Here, only the straightforward scheme of picking the best 2^m for CA-SCL decoding is considered.
Performance comparison of CA, CA-PC(HW) and CA-PC(QC) with different list sizes
In this section, we will compare CA, CA-PC(HW) and CA-PC(QC) based on PW sequence and with reference of CA with FRANK sequence design. For the case of CA-PW and CA-PW-PC(QC) and CA-FRANK, CRC with length of 19 are used for joint signal detection and CA-SCL decoding. To nomalize the FAR, 8 best candidate paths are selected for CRC checking when list size is larger than 8. For the case of CA-PC(HW), 18-bit CRC is used for joint signal detection and CA-SCL decoding. To nomalize the FAR, 4 best candidate paths are selected for CRC checking when list size is larger than 4. 
The Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK are depicted in Figure 3 to Figure 8 for varaible information block size. In each figure, the requried SNR of 0.1% are used to compare the three schemes. It is seen that, in general, both CA  and CA-PC(QC) outperform CA-PC(HW), especially for the cases of small information block sizes, small list sizes and high coding rates.  Only a minority of cases of large information block sizes and large list sizes, the performance of CA-PC(HW) is sightly better than CA. However, it can be easily seen from the figures, with proper rate matching scheme, CA-FRANK outperforms all the above schemes by a noticeable margin.
It can be easily seen that, though the performance of CA-PC(HW) is improved by using CA-SCL (as compared to the original PC-SCL) to find the more reliable decision than SCL and small CRC overhead of 2 addtion CRC bits, it is still worse than that of CA with 19-bit CRC bits. Please note that the performance of CA-PC(HW) in [6] is sightly better than CA-PC(HW) here  because much more than 4 PC bits are used in [6]. We use 4 PC bits for CA-PC(HW) to be aligned with J’max on the order of 8 agreement as more PC bits bring more decoding latency/complexity [7].
Observation 3: CA and CA-PC(QC) with 19-bit CRC have similar performance and both outperform CA-PC(HW) with 18-bit CRC, especially for the cases of small information block sizes, small list sizes and high coding rates. 
Observation 4: CA-SCL has lower encoding complexity and latency than PC-SCL and CA-PC-SCL.
Observation 5: CA-SCL has lower decoding latency than PC-SCL and CA-PC-SCL.
Observation 6: CA outperforms PC-SCL and CA-PC (HW) in terms of better performance and lower complexity.
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Figure 3. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK
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Figure 4. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK
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Figure 5. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK
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Figure 6. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK
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Figure 7. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK
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Figure 8. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK
Rate matching and PC bits
One observation regarding PC performance over codes with rate matching is that PW (or DE) construction with bit-rev shortening may cause suboptimal information bit allocation. It has been shown in the previous session that with proper information allocation (such as FRANK polar construction based on [8]), the CA SCL performance (without any PC bit) gets noticeably improved by 0.2~0.3dB over any CA PW w/ or w/o PC schemes.
One possible explanation here is that, due to the imperfect information bit allocation, some bit chosen as frozen bits are more reliable than the selected information bits, in those cases, making them dynamically frozen bits (PC) may result in some small difference. When information bits are selected properly, CA FRANK shows consistent gain over any types of PC schemes
[bookmark: _GoBack]Observation 7: CA with FRANK consistently outperforms PC-SCL and CA-PC(HW) and CA-PC(QC).
[image: ]
Figure 9. Performance comparison among CA-PW, CA-PW-PC(HW), CA-PW-PC(QC) and CA-FRANK
Conclusions
Observation 1: The performance of CA-SCL is better than that of PC-SCL with L=8.
Observation 2: The performance of CA and CA-PC(QC) are similar and both are better than CA-PC(HW) with L=8.
Observation 3: CA and CA-PC(QC) with 19-bit CRC have similar performance and both outperform CA-PC(HW) with 18-bit CRC, especially for the cases of small information block sizes, small list sizes and high coding rates. 
Observation 4: CA-SCL has lower encoding complexity and latency than PC-SCL and CA-PC-SCL.
Observation 5: CA-SCL has lower decoding latency than PC-SCL and CA-PC-SCL.
Observation 6: CA outperforms PC-SCL and CA-PC (HW) in terms of better performance and lower complexity.
Observation 7: CA with FRANK consistently outperforms PC-SCL and CA-PC(HW) and CA-PC(QC).
Proposal 1: Adopt CA-SCL (with one long CRC) solution of Polar codes for control channel for better performance and low complexity and latency.
Proposal 2: Adopt FRANK sequence with block rate matching design as NR control channel baseline.
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