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Introduction
In the RAN1 #88 meeting [1], the following conclusion is made on the largest info block size and the largest shift size.  
	
Agreement: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs:
· {8192, 256}, {8192, 512}, {FFS near 8192, 320}




In this contribution, we analyze LDPC decoding latency based on decoder architecture in [4], according to the largest parallelism, i.e. Zmax. We show that the LDPC decoder architecture with Zmax =256 is more efficient than that with Zmax = 512, with respect to decoding latency. We want to emphasize that this analysis is one of the examples. It could be varied according to scheduling methods. Furthermore, decoding latency could be more reduced with other decoder architectures.

Consideration on Latency
In this section, we compare the decoding latencies for the following two options:. 
Option 1) LDPC code with Zmax=256 in [2], decoder architecture with 2xZmax (=2x256) parallelism in [4] 
Option 2) LDPC code with Zmax=512 in [3], decoder architecture with Zmax (=512) parallelism in [4] 
under the assumption of the same parallelism 512. To compare the latencies, the number of clock cycles per iteration and the average number of iterations should be first analysed. We provide those two parameters in subsections 2.1 and 2.2, respectively. 

1.1 Required Clock Cycles per Iteration
To calculate the required clock cycles per iteration, the decoding steps, the number of messages processing per a step, and the amount of stall should be defined. Given decoder architectures in [4], the decoding steps to update L-messages for each layer per iteration are as follows:
Step 1: Reading L-messages;
Step 2: Cyclic-shifting L-messages;
Step 3: Calculation of Q-messages;
Step 4: Comparison of Q-messages;
Step 5: Calculation of L-messages;
Step 6: Writing L-messages
Note that some of the steps can be processed within one clock cycle by a proper pipelining. One block with 512 messages is concurrently processed in a step for Option 2), while two blocks with 512 messages (256 messages for each block) are concurrently processed in a step for Option 1). For given memory address, messages for layer-(i+1) should wait to read out until messages for layer-i are written in the memory address. It is called as a stall. To minimize the stall, we need to optimize the decoder scheduling sequence.
After taking a smart scheduling sequence, the number of required clock cycles per iteration for each option and code rate is given as Figure 1. The detailed scheduling sequences are given in the separate spread sheet.

[image: ].
Figure 1. Required Clock Cycles per Iteration of Option 1) and 2)

Observation 1: Option 1) requires less clock cycles per iteration than Option 2) at high rate
Observation 2: Both options have similar required clock cycles per iteration at low rate
1.2 Number of Iterations
LDPC codes with Zmax=512 in [3], [5], [6] have larger fraction of punctured information bits compared to LDPC code with Zmax =256 in [2]. For this reason, the average number of iterations for the LDPC codes with Zmax=512 is larger than that for the LDPC code with Zmax=256. Figure 2 shows that the LDPC codes with Zmax=512 are required more iterations than the LDPC code with Zmax=256 in an average sense, due to their slower convergence speed. In this evaluation, the sum-product flooding algorithm with maximum iteration number 50 is applied.
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Figure 2. Average Iteration of LDPC codes in [2], [3], [5], [6] (K=8192, R=8/9)
Average iterations for each code rate and K=8192 are summarized in Table 1.

Table 1:  Average Iterations at CBLER = 10-2 ~ 10-3
	
	Zmax = 256
	Zmax = 512

	
	[2]
	[3]
	[5]
	[6]

	R 8/9 (6.2 dB)
	15.1 (100 %)
	18.0 (118 %)
	18.2 (121 %)
	18.7 (124 %)

	R 5/6 (5.2 dB)
	17.9 (100 %)
	21.0 (117 %)
	21.2 (118 %)
	24.2 (135 %)

	R 3/4 (4.0 dB)
	21.6 (100 %)
	23.1 (107 %)
	23.8 (110 %)
	25.9 (120 %)

	R 2/3 (2.9 dB)
	25.4 (100 %)
	26.4 (104 %)
	27.1 (107%)
	28.9 (114 %)

	R 1/2 (0.8 dB)
	27.7 (100 %)
	29.2 (105 %)
	28.7 (103 %)
	32.2 (116 %)

	R 2/5 (-0.6 dB)
	29.5 (100 %)
	30.3 (103 %)
	30.3 (103 %)
	32.7 (111 %)

	R 1/3 (-1.6 dB)
	27.9 (100 %)
	29.2 (105 %)
	28.1 (101 %)
	29.7 (107 %)




Observation 3: LDPC Codes with Zmax = 512 require up to 20~30% more decoding iterations than LDPC Code with Zmax = 256.

Accounting required clock cycles per iteration and average iteration; we can calculate a required clock cycles for LDPC decoding.
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Figure 3. Required Clock Cycles for Option 1) and 2)

Observation 4: LDPC Codes with Zmax = 512 require up to 55% more clock cycles than LDPC Code with Zmax = 256.
Proposal 1: The parameters for NR QC LDPC codes should be selected as (Kmax=8192, Zmax=256).

Conclusion
In this contribution, we analyzed LDPC decoding latencies according to the largest decoding parallelism. The following two configurations were compared:

Option 1) LDPC code with Zmax=256 in [2], decoder architecture with 2xZmax (=2x256) parallelism in [4] 
Option 2) LDPC code with Zmax=512 in [3], decoder architecture with Zmax (=512) parallelism in [4] 

According to our analysis, the following observations were obtained. 

Observation 1: Option 1) requires less clock cycles per iteration than Option 2) at high rate
Observation 2: Both options have similar required clock cycles per iteration at low rate
Observation 3: LDPC Codes with Zmax = 512 require up to 20~30% more decoding iterations than LDPC Code with Zmax = 256.
Observation 4: LDPC Codes with Zmax = 512 require up to 55% more clock cycles than LDPC Code with Zmax = 256.

Proposal 1: The parameters for NR QC LDPC codes should be selected as (Kmax=8192, Zmax=256).

According to the observations, we conclude that option 1) is more efficient than option 2) in terms of decoding latency. Table 2 describes the summary on this contribution and companion contributions [2], [4].

Table 2:  Summary
	
	Zmax=256
	Zmax=512

	Performance [2]
	Coding gain
	Better
	Worse

	
	Error Floor
	No error floor
	Severe error floor

	Hardware Complexity [4]
	Memory
	Lower Complexity
	Higher Complexity

	
	Shift Network
	Lower Complexity
	Higher Complexity

	
	Core Logic
	Lower Complexity
	Higher Complexity

	
	Core Register
	Lower Complexity
	Higher Complexity

	Latency
	Clock Cycles per Iter
	Faster
	Slower

	
	Average Iteration
	Faster
	Slower
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