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1. Introduction
In RAN1 #88 meeting, the following considerations were made that related to polar codes for control channels:
	
Considerations on Alt-1 vs Alt-2 code families
1. Performance
a. Versus block size
i. Alt-1 seems to perform slightly better especially at the lower end of the relevant information block size range
ii. Alt-1 and Alt-2 have similar performance at the higher end of the relevant information block size range
iii. Note that the majority of control messages are expected to be at the lower end, but the larger control messages will consume more resources per message
b. Versus code rate
i. The performance of Alt-1 relative to Alt-2 generally improves with increasing code rate
ii. Note that lower code rates are generally more common for control information
2. Ability to improve performance as hardware capabilities improve 
· E.g. increasing list size without adversely impacting FAR
· The proponents of both families indicate that the respective families have the possibility to improve in this way
3. Complexity
· This is a secondary consideration
Note that the decision should be taken based on the assumption of independent control signalling messages unless the joint coding of DCI for different UEs is agreed in the control signalling agenda item. 




In this contribution, we discuss the FAR performance of two representative types of polar codes, namely CRC-concatenated polar (CA-polar) codes and parity-check concatenated polar codes – for NR control channels. The former is the representative scheme of Alt. 1 and the latter is the representative scheme of Alt. 2 in the above consideration. In order to verify the ability of further performance improvement, the BLER and FAR performances of both codes are compared by assuming the SCL decoder with large list size. Specifically, we discuss several techniques to reduce the FAR performance of CA-polar codes and verify their effectiveness based on numerical simulations. 

2. Coding Schemes for Polar Codes
First, we define the following basic notations for polar codes in this contribution.
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK1]- : the number of information bits excluding CRC bits
- : the number of CRC bits
- : desired code rate (CRC bits are classified as parity bits)
- : the number of codeword bits ()
- : the list size of successive-cancellation list (SCL) decoder 
In order to improve the performance of polar codes, some concatenated coding schemes were proposed. We consider two well-known concatenated coding schemes: CRC-concatenated polar codes [1] and single parity-check concatenated polar codes [2], [3]. We refer to the former as a CRC-aided polar (CA-polar) code and the latter as a parity-check polar (PC-polar) code. 
2.1 CA-Polar Code 
CRC codes are the most widely used for error detection in practical communication standards. For example, 16-bit and 24-bit CRC are employed in LTE data and control channel processing, respectively. The performance of polar codes is much improved by using CRC bits to filter out wrong paths remained after SCL decoding [1]. Let  be the number of CRC bits attached to information bits before polar encoding. The number of input bits to the polar encoder is then . The best  sub-channels in terms of BER evaluated by density evolution are simply chosen for the information and CRC bits out of all  sub-channels. The performance of the CA-SCL decoder does not vary significantly with the location of the CRC bits in the pre-chosen  sub-channels.
2.2 PC-Polar Code 
In [2] and [3], a concatenated coding scheme of single parity-check codes and polar codes was proposed. In PC-polar codes, the PC-frozen bit is newly defined as a frozen bit, the value of which is not static but determined by the linear combination of some information bits with lower indices in SCL decoding. Each PC-frozen bit helps in detecting errors of candidate paths during SCL decoding in a soft manner, thereby improving the performance. The number and the positions of PC-frozen bits should be carefully chosen because the performance of PC-polar codes is very sensitive to them. 
3. FAR Performance 
FAR is defined as the number of CRC-passed frame errors over the number of total transmitted frames given as follows:

In general, FAR performance is determined by the number of CRC bits  used for error detection as follows:
 FAR = .
The number of CRC bits for both polar codes should be determined to satisfy the same FAR performance requirement as in LTE. The number of CRC bits for CA-polar codes is determined from the fact that the FAR of SCL decoder employed for CA-polar is approximated by . 
As hardware capabilities improve, the list size of the SCL decoder may be increased to further improve the performance of polar codes. If CA-polar codes do not consider any particular operations to control FAR, increased list size may incur FAR problem. However, reduction of the FAR of blind decoding has been regarded as an important issue for control channels. Therefore, there are several effective approaches to reduce FAR as follows:
· Approach 1) Limiting the number of survived paths checked by a CRC decoder even though the SCL decoder utilizes more number of paths [4]
· Approach 2) Optimizing the mapping of information bits and CRC bits on the sub-channels for minimizing FAR [5]
· Approach 3) Pruning a portion of decoding results based on a soft correlation metric [6]
· Approach 4) Utilizing a Yamamoto-like metric from list decoding [7]  
In Fig. 1, the BLER performance of PC-polar codes is compared with that of CA-polar codes employing Approach 1). Their code generation, rate matching, and the number of CRC bits are the same as those of [4]. In Fig. 1, L=32(8) means that the SCL decoder with list size 32 is used but the number of paths checked by the CRC decoder is limited by 8. Note that the FAR of CA-polar codes with L=32(8) is similar with that of CA-polar codes with L=8 or PC-polar codes. Comparing the BLER performance of CA-polar codes with L=32(8) and that of CA-polar codes with L=8, it is clear that CA-polar codes can take advantage of increased list size without increasing the number of CRC bits. It means that Approach 1) can effectively control the FAR performance of CA-polar codes without severe performance loss when the list size increases. Since CA-polar codes with L=32(8) outperforms PC-polar codes with L=32, CA-polar codes with L=32(8) is the best choice if the SCL decoder with list size 32 is employed.  
[image: ]
Figure 1 BLER performance comparison between CA-polar codes and PC-polar codes ()

Another approach using a soft correlation metric, i.e., Approach 4), can be employed to reduce the FAR of polar codes in which a metric is defined as 
,
where  represents the received LLR value of the -th code bit and  represents the -th code bit of the estimated codeword obtained by re-encoding of the estimated information bits after CRC-aided SCL decoding. A portion of the CRC-passed decoding results is pruned if  is smaller than a pre-defined threshold. In order to investigate the effectiveness of Approach 4), the BLER and FAR performances of the following polar coding schemes are compared in Fig. 2. 
· CA-polar codes decoded by the SCL decoder with list size 32
· CA-polar codes decoded by the SCL decoder with list size 32 with pruning 
· CA-polar codes decoded by the SCL decoder with list size 8
All simulation settings are the same as those of Fig. 1 except the number of CRC bits. The number of CRC bits is set to 11 in order to reduce simulation time for evaluating FAR. By pruning a portion of decoding results with a threshold of 8.2, CA-polar codes decoded by the SCL with list size 32 has comparable FAR performance with that of CA-polar codes decoded by the SCL with list size 8. However, it has comparable BLER performance with that of CA-polar codes decoded by the SCL with list size 32. It means that Approach 4) can also effectively reduce the FAR of CA-polar codes without severe BLER performance loss when list size increases.  

[image: ]
Figure 2 BLER and FAR performances of CA-polar codes () 

From the above results, it is clear that if one or more of the techniques are employed, the FAR of CA-polar codes can be reduced so that CA-polar codes can take an advantage of increased list size without a FAR problem. Moreover, as hardware capabilities improve, implementation-oriented techniques for FAR reduction also may improve. Therefore, the detailed design of polar codes for NR control channels should be selected under already agreed evaluation methodology in RAN1 without considering any further improved decoding, i.e., the SCL decoding with large list size. 
Observation 1: FAR of CA-polar codes can be improved by some implementation techniques so that CA-polar codes take an advantage of increased list size without a FAR problem.
[bookmark: _GoBack]Proposal 1: Discuss design of polar codes for NR control channels based on Lmax = 8 as agreed in RAN1 Jan ad-hoc meeting.

4. Conclusion
In this contribution, we discussed the FAR performance and complexity of CA-polar codes and PC-polar codes. 

Observation 1: FAR of CA-polar codes can be improved by some implementation techniques so that CA-polar codes take an advantage of increased list size without a FAR problem.
Proposal 1: Discuss design of polar codes for NR control channels based on Lmax = 8 as agreed in RAN1 Jan ad-hoc meeting.
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