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1 	Introduction
In RAN1 #NR Ad-Hoc meeting, following agreement was made to provide further evaluations of control channel coding proposals. 
Agreement:
· To compare CRC-related aspects of polar code design,
· The same FAR performance (the same as LTE) should be considered for a fair comparison
· List size Lmax 8 is the baseline (evaluations of other values are not precluded)
· Performance metrics (may be based on analytic derivation)
· BLER
· FAR (with AWGN as input to the decoder)
· Polar codes for control channels support one of the following alternatives:
· Alt. 1: CRC + “basic polar” (i.e. as per above agreed description) codes
· 1a: Longer CRC
· e.g.	(J + J’) bits CRC + basic polar
· 1b: J bit CRC
· The J bits can be distributed
· The CRC can be used for both error detection and error correction
· Alt. 2: J bits CRC + concatenated polar codes 
· e.g.	 	 J bits CRC + J’ bits CRC + basic polar;
            	 J bits CRC + J’ bits distributed CRC + basic polar;
           	 J bits CRC + PC bits + basic polar; (i.e. PC-Polar)
           	 J bits CRC + Hash sequence + basic polar;
	…
· J bits CRC is only used for error detection

There were different proposals and evaluations for polar code constructions, and Ran1 #88 made the following conclusion. 
Conclusion:
· Until RAN1#88bis, work together on a coding scheme that achieves the benefits of both Alts 1&2
· With J’ bits for the purpose of assisting the polar decoding, where  0<=J’<=Jmax , aiming for Jmax , e.g. in the region of 8 (other values are not precluded)
· This does not preclude the use of the J bits for assisting decoding
· Note that any PC-frozen bits would be considered to be among the J’ bits
· The following are examples:
J bits CRC + J’ bits CRC + basic polar;
            	 J bits CRC + J’ bits distributed CRC + basic polar;
           	 J bits CRC + J’ PC bits + basic polar; (i.e. PC-Polar)
           	 J bits CRC + J’ Hash sequence + basic polar;
 (J + J’) bits CRC + basic polar
 
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]The main focus of this contribution is given to evaluate main proposals of control channel coding. In particular, we compare parity check concatenated polar codes, (i.e., PC-Polar) with CRC concatenated polar code (Alt.1 1a Longer CRC in the agreement above, denote this as CRC-Polar. We also consider another version of CRC-Polar, proposed in [1], and name that as distributed CRC-Polar. 
2 	PC-Polar versus CRC-Polar
It is known that polar codes do not perform particularly well when the block size is small due to the low minimum Hamming weight of short polar codes. Therefore, improving the performance of short polar codes is an important topic for control channel design. CRC-Polar, which uses CRC-aided list decoding, can be regarded as one way for performance improvement. PC-polar code was proposed in [2] as an alternative to the CRC-aided scheme, but similar work had been carried out in the literature [3] to improve polar code performance without using CRC embedment. 


Figure 1: Parity check concatenation in [3]
In general, the methods in [3] and other similar ones can be depicted in the following diagram, where u refers to information bits and p refers to the corresponding parity bits. 
The key difference between these methods and the CRC-aided list decoding is that these methods can do tree pruning in the middle of the decoding process due to the fact the parity bits only protect the bits before the appearance of the designated parity bit, meanwhile CRC-aided list decoders could only do path selection after all bits are decoded. However, CRC-Polar can use appended CRC bits for error detection while PC-Polar requires separate CRC bits to provide error detection. Moreover, at control payloads of 1-200 bits, the CRC overhead is large to support necessary error detection. Therefore, the same FAR performance (as LTE) is considered for a fair comparison. 
2.1 	Simulation parameters
Simulation parameters are provided in Table I. These parameters were first agreed during Ran1 #86 to evaluate control channel coding candidates.  
Table I: Simulation parameters
	Channel
	AWGN

	Modulation 
	QPSK

	Coding Scheme
	PC-Polar
	CRC-Polar

	Code rate 
	1/12, 1/6, 1/3, 1/2, 2/3

	Decoding algorithm
	PC aided List-8 
	CRC aided List-8 (CRC used after decoding the full info block to select the path)

	Info. block length (bits w/o CRC)
	16, 32, 48, 64, 80, 120, 200

	CRC bits (detection + correction)
	16
	19






Selection of CRC bits
Selection of the CRC bits can be justified as follows, 
· PC-Polar requires similar error detection capability as in LTE TBCC. Therefore, 16 bits are assumed. These CRC bits are not used for error correction. 
· CRC-Polar uses CRC-aided list decoder with size 8. 
· If we assume 16 CRC bits only for error detection, it is well known that the FAR is equivalent to  
· However, CRC-aided list decoders use CRC bits for path selection after all bits are decoded. 
· Considering CRC aided list-8 decoder, the false detections increases 8 times compared to a decoder that does not use CRC for path selection. Therefore, FAR becomes 8* 
· To circumvent increase of FAR, we have to use 19 CRC bits for CRC-aided list-8 decoder to have similar FAR as in LTE TBCC. FAR = 8*
· In [3], we evaluated FAR of CRC aided list decoder with list-4. We observed small degradation in FAR performance, which required additional 2 CRC bits (log2(list size)) to recover such loss.  

Code construction procedure (reliability ordering, shortening) is assumed as in [4]. Coded block (M in [4]) is calculated such a way that Coded block size = info block size/code rate, where CRC bits cause an increase in the effective code rate. Selected parameters are further explained in Annex I. 

2.2 	BLER/FAR performance comparison 
In this section, we provide the simulation results of BLER/FAR for the agreed block size and rate combinations. 

Case 1: 16 info. bits
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Figure 2: BLER vs. Es/No for 16 info. bits


Case 2: 32 info. bits
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Figure 3: BLER vs. Es/No for 32 info. bits
Case 3: 48 info. bits
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Figure 4: BLER vs. Es/No for 48 info. bits


Case 4: 64 info. bits
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Figure 5: BLER vs. Es/No for 64 info. bits
Case 5: 80 info. bits
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Figure 6: BLER vs. Es/No for 80 info. bits

Case 6: 120 info. bits
[image: ]
Figure 7: BLER vs. Es/No for 120 info. bits
Case 7: 200 info. bits
[image: ]
Figure 8: BLER vs. Es/No for 200 info. bits

Observation 1: CRC-polar outperforms PC-polar for all block sizes and code rates. 
Observation 2: Gains are significant for payload sizes less than 100 bits. In practice, almost all the time DCI and UCI payload sizes will be less than 100 bits. 
In Figure 9, we provide FAR analysis for according to the agreement by assuming AWGN as the input at the decoder. A similar observation can be seen for all other block sizes and we present only the case with 80 info bits. 
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Figure 9: FAR of CRC-Polar and PC-Polar for 80 info. bits

It is evident that the selection of 19 and 16 CRC bits for CRC-Polar and PC-Polar, respectively, provides a similar FAR at the receiver side. According to the Figure 9, FAR 
Observation 3: CRC-Polar can outperform PC-Polar while providing same FAR as in LTE. 

2.3 	Discussion  
2.3.1 	FAR for DL control  
In Ran1 #NR Ad-Hoc, the agreement was to evaluate FAR assuming AWGN as input to the decoder. We see following cases that could occur in DL control channels. 
Case 1: When DCI is not transmitted, decoder decodes AWGN noise and CRC can pass in some cases. That is a false alarm. 
General definition is, 


# false positives = total number of CRC passes
# errors = total number of blocks that has AWGN as input
Assuming we finalize 19 CRC bits for CRC-Polar, and future increase of the list size to 128, FAR will increase towards 27*2-19 = 0.00024. 
In general, we have to agree that FAR (with AWGN as input to the decoder) reduces with the size of the list. However, this is one type FAR appears in DL control and it is hard to identify any issue with a FAR = 0.00024 (with a list of 128) in real systems. 
Also, even after UE has positive CRC check, 
· Decoded control message will be discarded by the UE as content is useless (Not matching to any DCI format).
· With UE power saving methods, UE can avoid PDCCH decoding when there is nothing transmitted.
· If UE matches the DCI content to a UL grant, then UE might collide its transmission with another user. But matching the DCI content to the exact UL grant format could be very rare and overall impact becomes much lower.   
Case 2: When DCI is transmitted and it is intended to the UE, false alarm can happen when CRC is passed for an errored code block. 
In this case, higher reliability of the decoded message is important. 
· FAR = Maximum number of blind decodes*BLER*(# 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠)/(# 𝑒𝑟𝑟𝑜𝑟𝑠) 
· Performance and false positives should be taken into account to have a good comparison. 
In general, FAR can be decreased as the BLER improves with the list size. 
Case 3: When DCI is transmitted and it is not intended to the UE, the UE may try to decode and succeed.  
This case typically depends on the length of the scrambling sequence and the minimum distance of the set of used scrambling sequences in the cell. Even though LTE can have 216 scrambling patterns, eNB uses much lower amount (~600) to guarantee that there is enough distance between two sequences where errors may not lead to false detections. Therefore, if we guarantee a good false alarm for the first and second case, FAR in this scenario will become much better. 
Proposal 1: FAR defined by Case 1 and Case 2 should be evaluated when finalizing the code construction for polar.
 
2.3.2 	Parity bit overhead   
Parity check bits used in polar codes can also cause a significant level of overhead. The distribution of parity bits on frozen and non-frozen varies significantly. It is illustrated for some block sizes in Figure 10.  
· For N = 256, parity bits in non-frozen part can be around 12 bits. 
· For N = 512 (max DCI size), parity bits in non-frozen part can be around 14 bits. 
The total overhead of the CRC + Parity bits can become significant, then the performances may go down compared to LTE TBCC. 
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(a)
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(b)
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(c)
Figure 10: Distribution of parity bits at frozen and non-frozen locations. (a) M=N=64 (b) M=N=128 (c) M=N=256

Proposal 2: The total overhead of the polar code should be kept low to guarantee that the performances may not degrade compared to TBCC.
Proposal 3: Good trade-off between overhead bits versus FAR should be considered when finalizing the number of CRC bits, and parity bits (if used). 
3 	Distributed CRC-Polar
The distributed CRC scheme are discussed in [1], where it is shown that the early termination performance could be improved by distributing the CRC bits. The reasons to reuse the CRC as the outer code are the CRC code is proved to have very good error detection performance, simple and mature. 
As shown in Figure 11, five CRC or PC bits are used. distributed CRC is based on polynomial [100011]. The distributed CRC scheme outperforms PC-Polar for List=4 with much better FAR than PC-Polar. More precisely, List-4 distributed CRC scheme may achieve the same performance of List-8 PC-Polar in this example. The reason why the performance is so close for List-4 and List-8 might be that the additional branches hardly contain correct branches as the correct branches are quickly converged to the first 4 branches with the help of tree pruning. 

[image: ]
Figure 11: Performance comparison for Polar code (32, 16), so there are 11 info bits
Another example is studied where 4 CRC bits are used, based on polynomial [10101]. The CRC bits are generated in a similar way but a bit more flexible. It can be seen from the simulation results in Figure 12 that about 0.25dB gain can be achieved over PC-Polar at 1% BLER. And again, this tree pruning based concatenated polar coding schemes perform better than conventional CRC-aided decoder, at least for small list size.
[image: ]
Figure 12: Performance comparison for Polar code (64, 32)

Observation 4: Distributed CRC-Polar can outperform PC-Polar while providing a better FAR. 

4	Conclusion
Observation 1: CRC-polar outperforms PC-polar for all block sizes and code rates. 
Observation 2: Gains are significant for payload sizes less than 100 bits. In practice, almost all the time DCI and UCI payload sizes will be less than 100 bits. 
[bookmark: _GoBack]Observation 3: CRC-Polar can outperform PC-Polar while providing same FAR as in LTE. 
Observation 4: Distributed CRC-Polar can outperform PC-Polar while providing a better FAR. 
Proposal 1: FAR defined by Case 1 and Case 2 should be evaluated when finalizing the code construction for polar.
Proposal 2: The total overhead of the polar code should be kept low to guarantee that the performances may not degrade compared to TBCC.
Proposal 3: Good trade-off between overhead bits versus FAR should be considered when finalizing the number of CRC bits, and parity bits (if used). 
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Annex I
Table II: Number of encoded bits for different info bits (without CRC) and code rates. 
	
	16
	32
	48
	64
	80
	120
	200

	1/12
	192
	384
	576
	768
	960
	1440
	2400

	1/6
	96
	192
	288
	384
	480
	720
	1200

	1/3
	48
	96
	144
	192
	240
	360
	600

	1/2
	32
	64
	96
	128
	160
	240
	400

	2/3
	24
	48
	72
	96
	120
	180
	300



Table III: Mother polar code sizes
	
	16
	32
	48
	64
	80
	120
	200

	 1/12
	256
	512
	1024
	1024
	1024
	2048
	2048

	 1/6
	128
	256
	512
	512
	512
	1024
	2048

	 1/3
	64
	128
	256
	256
	256
	512
	1024

	 1/2
	64
	64
	128
	128
	256
	256
	512

	 2/3
	32
	64
	128
	128
	128
	256
	512



Red colour points exceed code rate one, and does not include in the simulation results. 
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