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1	Introduction
In RAN1 #88 meeting, several agreements related to implementing LDPC codes were agreed in order to fulfil eMBB requirements. Many companies had a relatively good understanding about the maximum code block size (CBS), and exact value to be selected near 8192 info bits. 
Agreement: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs:
· {8192, 256}, {8192, 512}, {FFS near 8192, 320}
There were several other agreements related to the evaluation criteria of the LDPC designs. BLER performance is the main criteria to evaluate different proposals. Implementation complexity and latency were identified as other comparison criteria’s for LDPC designs. In Ran1 #NR Ad-Hoc meeting, following conclusion was made to compare LDPC designs. 
Conclusion:
· At least the following criteria are considered for LDPC design comparison in addition to BLER performance
· Implementation complexity 
· Latency 
· discuss details in the email discussion. 
· Companies are encouraged to provide at least the following for the base matrix for the considered code rates: 
· Zmax 
· Total number of edges
· Maximum row weight 
· Maximum column weight 
· FFS if/how to define and compare numbers of (quasi) layers

In addition, Ran1 #88 meeting discussed the maximum decoding throughputs that base graphs should be aiming for when designing the code. 
Conclusion for some code design targets:
· At least support 20Gbps decoder information throughput with code rate 8/9
· Also aim for good throughput performance at lower code rate(s)
· FFS the details of how to assess throughput performance at lower code rates, including whether the assessment is relative or absolute, and other constraints (e.g. complexity)

In this contribution, we discuss implementation aspects of the proposed LDPC design in [1] by considering different decoder architectures. Also, we compare different base graphs to identify pros and cons related to compact design, extended design, quasi row-orthogonality, and row-orthogonality.  
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]2	Hardware throughputs 
Here, the discussion is mainly divided into several sub-sections considering decoding throughputs at lower code rates, decoder architectures, comparison of decoding throughputs of base graphs proposed by several contributions, and provide additional implementation details for the proposed LDPC design in [1]. 
2.1 	Importance of decoder throughput at lower rates
In Ran1 #88 meeting, it was agreed that 20 Gbps information decoder throughput should be supported with code rate 8/9 and also aim for good throughput performance at lower code rate(s). However, the details of how to assess throughput performance at lower code rates, including whether the assessment is relative or absolute, and other constraints (e.g. complexity) was not finalized. 

When we support 20 Gbps decoding throughput at rate 8/9, the base graph design can only focus on the upper part of the base graph, i.e., first few rows, and guarantee that this decoding throughput will be satisfied. In general, all the proposed base graphs can satisfy such peak throughput requirement. However, it is possible to assume different extensions from maximum coding rate 8/9, where lower code rate decoding throughput may not be considered at all in the final design. It is not the best way to finalize the eMBB base graph, and we summarize the importance of decoding throughputs at lower code rates as below. 

· When an UE operates with IR HARQ with initial transmission of rate 8/9, the decoding throughput for the initial transmission would be 20 Gbps at max. However, if the transmission fails and the second transmission would be rate 4/9. Then the LDPC decoder should operate with that code rate. 
· If the decoding throughputs of LDPC base graph at lower code rate with significantly different from the rate 8/9, for example assume 5% of the peak decoding throughput, the user experienced data rate will come down to 500 Mbps (considering the number of transmissions).   
· If the decoding throughput is not significantly different at lower code rates, for example ratio between 8/9 and 4/9, which is 50%, decoder will operate with 10 Gbps. The user experienced date rate will be 5 Gbps (considering the number of transmissions). We see this is acceptable while the first case is not.  

· Most of the time we may operate with moderate to lower code rates, and hardware efficiency will be more important at those operating points.   

· LDPC was selected as it provides implementation benefits across all code rates compared to all other coding schemes. The flexibility was one of the key feature that we discussed under LDPC, where we identified flexibility should be provided considering code block sizes, code rates, and IR HARQ. Companies illustrated that LDPC can handle flexibility while providing good throughputs. Therefore, selecting the base graph by limiting the scope only at rate 8/9 is contradicting the earlier discussions we had during past Ran1 meetings. 
Proposal 1: Irrespective of the decoder architecture we use, the base graphs should be capable of having a good hardware throughput across code rates. 
Proposal 2: Following decoder information throughput should be supported with code rate R: 
· Decoder information throughput at rate R = (Decoder throughput at rate 8/9)*(ratio between R and 8/9) 
 
Next, we discuss the impact of different base matrices and hardware throughputs that they can provide, where some are optimized for row-parallel decoding while others are mostly assuming the block-parallel decoding. The following discussion will be helpful to understand the throughputs of each base matrix under different decoding architectures.
2.2 	Decoder throughput comparison
In [2], we discussed different possibilities of calculating hardware throughputs of block-parallel and row-parallel decoding architectures based on the references [3-6]. Based on similar equations, we discuss decoder throughput for several codes which were proposed in Ran1 #88. Table I summarize the equations we use for decoder throughput comparison and with their applicability to different base graphs proposed in [1,5,7-9]. 

Notations:  is the decoding iteration,  is the clock frequency, and  is the information block size, N represents the coded block size,  is the average variable node degree, and  represent the parallelism level which can be lower or bigger than the sub-matrix dimension (Zmax), c is the number of cores, is the CNU pipeline length and 	denotes the number of conflict layers in the base graph, L is the number of layers used for layered decoding.  


Table I: Applicability of different equations in the decoder throughput calculations.
	
	
	
	

	
	Single core
	Multi Core
	Single core
	Multi core
	Row-Parallel 

	Throughput 
	
	
	
	
	

	Code – E [7]
	Valid 
	Conflicts after 5 cores.
	Valid
	Conflicts increase. 
	Valid 

	Code – N [1]
	Valid
	Few conflicts with 20 cores at higher code rates. No conflicts at lower code rates. 
	Valid
	Conflicts increase.
	Valid

	Code – Z [5]
	Valid
	Conflicts after 5 cores.  
	Valid
	Conflicts increase.
	Valid

	Code – S [8]
	Valid
	Conflicts after 5 cores
	Valid
	Conflicts increase.
	Valid

	Code – M [9]
	Valid
	Conflicts after 5 cores.  
	Valid
	Conflicts increase.
	Valid



Figure1 illustrates throughputs of different base graphs with row-parallel decoder architecture. We assume 1 GHz of clock frequency with 8192 info block size and 15 iterations. Code-Z and Code-M have a higher throughput at rate 8/9 due to the compact design they propose. However, at lower to moderate code rates, having row-orthogonality in the base graphs design (Code-N) provide better throughputs than the rest. When Code-Z and M are targeting 20 Gbps decoder throughput for rate 8/9, the decoding will not operate efficiently at lower code rates due to exponential variation of decoding throughputs. 

Figure 1: Throughputs with row-parallel decoder architecture 
Next, in Figure 2, we evaluate same base graphs with block-parallel decoding. Here, we consider multiple cores such that it gives a similar throughout compared to row-parallel decoding. We consider K = 8192, f = 1 GHz, P = Zmax, where code-Z and M have P = 512 while all other codes have P = 256. However, we limit the number of cores to 10 with code-Z and M as they already assume higher order parallelism in circulant domain. The number of conflicts in the base graphs also taken into account when calculating the throughputs and we set p = 11. In Figure 2, we can observe that having a row orthogonal structure (Code-N) can provide good throughputs even with block-parallel decoding while other base graphs suffer due to conflicts that arise due to lack of orthogonality between rows of the base matrix.


Figure 2: Throughputs with block-parallel decoder architecture 

Observation 1: Considering both row-parallel and block-parallel decoders, it is hard to achieve good hardware throughput across all code rates without assuming some level of row-orthogonality.    

2.3 	Compact versus extended design
During Ran1 #88 meeting, values of 256, 320, and 512 were identified as the largest shift size Zmax to support 8192 bits of Kmax, When Zmax becomes large, the base graph becomes more compact and reduce the flexibility of optimizing code for good performance. In the context of block-parallel decoding, hardware throughput mainly depends on the parallelism, which can be much higher than the Zmax, and there is no point of highlighting benefits of large Zmax in terms of hardware throughput. However, Code-M and Code-Z have considered quasi-row orthogonality and it helps to get much better throughput compared to the Code-E and Code-S. However, with the same extended design Code-N can outperform Code-Z and Code-M at lower to moderate code rates due to the row orthogonality. In general, the differences in hardware throughput we see in Figure 2 mainly due to the orthogonality we assume in the base graph and nothing to do with the compact or extended design. 

Observation 2: In block-parallel decoding, compact and extended designs do not have a significant hardware throughput difference when using the same parallelism and orthogonality principle. 

When the base matrix has a compact design without row-orthogonality, we see that there is no point of increasing the number of cores as it often leads to conflicts. After a certain number of cores, the hardware effort that we put on to have multiple cores tends to inefficient as throughput gains we get can be marginal. 
Let’s consider multi-core throughput calculation equation,  to discuss this further. In this equation, increasing  cannot always increase the hardware throughput as  also increase with . For example,  equals 2 when using ten cores with Code – Z, and it will be much higher when for more than 10 cores. Therefore, overall throughout increase can be marginal. 

Observation 3: Increasing number of cores is not beneficial to block-parallel decoding throughput for compact matrices. Conflicts increase with the number of cores. 
 
As a separate note, the flexibility that we get when optimizing a compact base graph for performance is very limited, and can lead to performance losses when providing finer granularity of block sizes at very low error rates. We have observed some error floor situations for compact designs proposed in [5, 9]. Considering most of these aspects, we see that {8192,256} is a good combination for NR eMBB maximum code block and shift dimension. 

Proposal 3: {8192, 256} is the good combination for Kmax and Zmax considering flexibility it provides to optimize the code while having good throughputs under both block-parallel and row-parallel architectures. 

2.4 Important features of base matrix given in [1] 
In [1], we provide details of the LDPC design for NR eMBB data channel. Two base matrices are proposed covering lower and larger block sizes regions of eMBB. The shorter block base graph is not critical to determine the hardware dimension as can always support with the same hardware provisioning of the larger base graph. Therefore, following details reflect mainly the base graph that supports larger block sizes. Table II shows the parameters that Ran1 encouraged to provide in order to evaluate implementation aspects of different base graphs. 
Table II: Key parameters for hardware provisioning of the proposed base matrix
	Code rate
	
	Total number of edges
	Max row weight
	Max column weight
	Layers

	1/3
	256
	446
	22
	23
	24

	1/2
	256
	295
	22
	15
	16

	2/3
	256
	203
	22
	11
	12

	3/4
	256
	167
	22
	9
	9

	8/9
	256
	113
	22
	5
	6



Next, we evaluate hardware throughputs of the proposed codes considering block-parallel decoding. Figure 3 shows the throughput with different code rate when assuming different cores and parallelism sizes. We assume 1 GHz clock frequency and 8192 info block size. No conflicts are visible in the proposed base graph and scalable to support different data rates. 

	
	

	(a)
	(b)


Figure 3: Block-parallel decoding throughput vs Code rate (a) with different cores. P = 256. (b) with different parallelism for single core
 


Figure 4: Row-parallel versus block-parallel throughputs with clock frequency.  

In Figure 4, we compare row-parallel and block-parallel decoding architectures for the proposed code in [1]. We assumed block-parallel decoding with parallelism P = 256, and compared with the row-parallel decoding throughputs. Around twenty cores are required with block-parallel decoding to have similar throughout as to the row-parallel decoder. More importantly, the code does not have conflicts even with 20 cores and provide efficient implementation throughputs with both architectures. When 20 Gbps is required to support only at very high code rates, the clock can be reduced while much larger clock frequency is required to support 20 Gbps with rate 1/3. 
Observation 4: Proposed LDPC codes can provide efficient implementation throughputs with both row-parallel and block-parallel architectures.  
Proposal 4: Row orthogonality should be considered as the design criteria for the base graph supporting Kmax. 
3	Conclusion
In this contribution, we discussed implementation aspects related to the LDPC designs and we have following observations and proposals.  
Observation 1: Considering both row-parallel and block-parallel decoders, it is hard to achieve good hardware throughput across all code rates without assuming some level of row-orthogonality.    
 
Observation 2: In block-parallel decoding, compact and extended designs do not have a significant hardware throughput difference when using the same parallelism and orthogonality principle. 
 
Observation 3: Increasing number of cores is not beneficial to block-parallel decoding throughput for compact matrices. Conflicts increase with the number of cores. 

Observation 4: Proposed LDPC codes can provide efficient implementation throughputs with both row-parallel and block-parallel architectures.  

Proposal 1: Irrespective of the decoder architecture we use, the base graphs should be capable of having good level of hardware throughput across different code rates. 

Proposal 2: Following decoder information throughput should be supported with code rate R: 
· Decoder information throughput at rate R = (Decoder throughput at rate 8/9)*(ratio between R and 8/9) 
 
Proposal 3: {8192, 256} is the good combination for Kmax and Zmax considering flexibility it provides to optimize the code while having good throughputs under both block-parallel and row-parallel architectures. 

Proposal 4: Row orthogonality should be considered as the design criteria for the base graph supporting Kmax. 
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Code-E row-parallel	 1/3	 1/2	 2/3	 3/4	 8/9	8.2747474747474747	16.062745098039215	30.340740740740742	42.01025641025641	91.022222222222226	Code-N row-parallel	 1/3	 1/2	 2/3	 3/4	 8/9	22.755555555555556	34.133333333333333	45.511111111111113	60.681481481481484	91.022222222222226	Code-Z row-parallel	16.062745098039215	32.125490196078431	60.681481481481484	78.019047619047626	182.04444444444445	Code-S row-parallel	10.11358024691358	17.617204301075269	32.125490196078431	45.511111111111113	91.022222222222226	Code-M row-parallel	18.204444444444444	34.133333333333333	60.681481481481484	78.019047619047626	182.04444444444445	Code rate 


Throuhgput (Gbps) 




Code-E block-parallel with 20 cores	 1/3	 1/2	 2/3	 3/4	 8/9	9.5311227457824312	12.190476190476192	15.922254616132168	17.964912280701753	91.022222222222226	Code-N block-parallel with 20 cores	 1/3	 1/2	 2/3	 3/4	 8/9	21.845333333333333	27.306666666666665	32.125490196078431	39.009523809523806	91.022222222222226	Code-Z block-parallel with 10 cores	17.066666666666666	22.755555555555556	28.743859649122808	32.125490196078431	109.22666666666666	Code-S block parallel with 20 cores	11.145578231292516	14.003418803418803	18.832183908045977	22.755555555555556	91.022222222222226	Code-M block parallel with 10 cores	17.066666666666666	20.22716049382716	23.439198855507868	27.306666666666665	91.022222222222226	Code rate


Throughput (Gbps) 




Multiple cores

Core - 1	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	1.2497330282227308	1.9029036004645761	2.8006837606837607	3.4348008385744233	5.05679012345679	Core - 2	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	2.4937595129375949	3.7925925925925927	5.5727891156462581	6.8266666666666662	10.11358024691358	Core - 3	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	3.7406392694063926	5.6888888888888891	8.402051282051282	10.30440251572327	15.170370370370371	Core - 4 	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	4.9648484848484848	7.5851851851851855	11.145578231292516	13.653333333333332	20.22716049382716	Core - 5	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	6.2060606060606061	9.4160919540229884	14.003418803418803	17.066666666666666	24.824242424242424	Code rate


Throughput (Gbps)




Parallism levels

P = Zmax	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	1.2497330282227308	1.9029036004645761	2.8006837606837607	3.4348008385744233	5.05679012345679	P = 2*Zmax	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	2.4937595129375953	3.7925925925925927	5.5727891156462581	6.8266666666666671	10.11358024691358	P = 4*Zmax	0.33333333333333331	0.5	0.66666666666666663	0.75	0.88888888888888884	4.9648484848484848	7.5851851851851855	11.145578231292516	13.653333333333334	20.22716049382716	Code rate


Throughput (Gbps)




1/3 : row-parallel or 18 core block parallel	250	300	350	400	450	500	550	600	650	700	750	800	850	900	5.6888888888888891	6.8266666666666662	7.9644444444444442	9.1022222222222222	10.24	11.377777777777778	12.515555555555556	13.653333333333332	14.791111111111112	15.928888888888888	17.066666666666666	18.204444444444444	19.342222222222222	20.48	1/2 : row-parallel or 18 core block parallel	250	300	350	400	450	500	550	600	650	700	750	800	850	900	8.5333333333333332	10.24	11.946666666666665	13.653333333333334	15.360000000000001	17.066666666666666	18.773333333333333	20.48	22.186666666666667	23.893333333333331	25.6	27.306666666666668	29.013333333333332	30.720000000000002	2/3 : row-parallel or 23 core block parallel	250	300	350	400	450	500	550	600	650	700	750	800	850	900	11.377777777777778	13.653333333333334	15.928888888888888	18.204444444444444	20.48	22.755555555555556	25.031111111111109	27.306666666666668	29.582222222222221	31.857777777777777	34.133333333333333	36.408888888888889	38.684444444444445	40.96	3/4 : row-parallel or 19 core block parallel	250	300	350	400	450	500	550	600	650	700	750	800	850	900	15.170370370370371	18.204444444444444	21.238518518518518	24.272592592592595	27.306666666666668	30.340740740740742	33.374814814814819	36.408888888888889	39.442962962962966	42.477037037037036	45.511111111111113	48.54518518518519	51.57925925925926	54.613333333333337	8/9 : row-parallel or 20 core block parallel	250	300	350	400	450	500	550	600	650	700	750	800	850	900	22.755555555555556	27.306666666666665	31.857777777777777	36.408888888888889	40.96	45.511111111111113	50.062222222222225	54.61333333333333	59.164444444444449	63.715555555555554	68.266666666666666	72.817777777777778	77.36888888888889	81.92	Clock frequency


Throughput (Gbps)




