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Introduction
In RAN1#87, Polar codes were adopted as channel coding for uplink control information and downlink control information (working assumptio) for eMBB system except for very small block length [1]. A detailed design of Polar codes is proposed in [3] for control channel in eMBB system. A single CRC for joint dectection and CRC-aided SCL decoding (CA-SCL) is propsed in the contribution. The additional CRC bits are related to the list sizes used in the SCL decoder. It can provide same false alarm rate with lower additional CRC overhead. Polar codes with distributed CRC are discussed in [4][5]. The CRC bits can be used either as PC frozen bits to improve performance or as parity check bits for early termination. However, distribution CRC can not obtain both of them simultaneously. 
In this contribution, we will compare the Polar codes between distributed CRC and CA for control channel based on the following evaluation agreement from RAN1#88 in Athens [2]:
Conclusion:
· Until RAN1#88bis, work together on a coding scheme that achieves the benefits of both Alts 1&2
· With J’ bits for the purpose of assisting the polar decoding, where  0<=J’<=Jmax , aiming for Jmax , e.g. in the region of 8 (other values are not precluded)
· This does not preclude the use of the J bits for assisting decoding
· Note that any PC-frozen bits would be considered to be among the J’ bits
· The following are examples:
J bits CRC + J’ bits CRC + basic polar;
J bits CRC + J’ bits distributed CRC + basic polar;
 J bits CRC + J’ PC bits + basic polar; (i.e. PC-Polar)
 J bits CRC + J’ Hash sequence + basic polar;
(J + J’) bits CRC + basic polar
Discussion on the functionality of distributed CRC
There are many proposals are how to use PC/distributed CRC bits. some claim the additional parity bits helps decoding performance, some claim the benefit of early termination. Once the PC bit is used for path metric update and pruning, the early termination functionality disappears (since the parity bits will automatically be satisified). Similarly, once the parity bit is used for early termination, path metric should not be updated assuming the parity/CRC is satisifed in order to ensure the same false alarm rate (FAR). In this contribution, we discuss these two aspects separately , but emphasize that one can only get either of the benefit, not both at the same time w/o increasing additional CRC bits to compensate the FAR.
Observation 0: Distributed CRC cannot achieve performance of PC bits and early termination gain of parity check bits simultaneously. 
Simulation parameters for control channel
In this contribution, we will focus on the performance comparison between Distributed CRC and CA. PW construction and bit-reversal shortening are used for all the cases. The detailed simulation parameters for control channel are listed in Table 1. 
Table 1 Simulation parameters for control channel
	Channel
	AWGN

	Modulation
	QPSK

	Construction
	PW

	Coding Scheme
	 CA
	Distributed CRC

	Concatenation
	CRC-Polar
	Distributed CRC-Polar

	Code rate
	1/6, 1/3, 1/2, 2/3

	Decoding algorithm
	CA-SCL with L=8 and other list sizes
	PC-SCL with L= 8  and other list sizes

	Info. block length
	{32, 48, 64 80, 120, 200} – 16

	CRC bits 
	19
	16

	Distributed CRC
	0
	8













When we compare the performance of distributed CRC, the CRC bits are decoded as PC frozen bits to improve performance. When we evaluate the early termination gain for distributed CRC, the CRC bits are decoded as parity check bits. 
Performance comparison of distributed CRC and CA with L=8
The performance comparison between Distributed CRC and CA is depicted in Figure 1. In CA, the CRC bits is set as 19 bits to normalize the false alarm rate of CA-SCL with L=8. In distribted CRC, the first CRC bits is set as 16 bits for only detection and the following 8 distributed CRC bits are used to improve the performance of PC-SCL with L=8. It is seen that the performance of CA with L=8 is better than Distributed CRC for all the cases becase only SCL decoded is applied for Distributed CRC to normalize the FAR. 
Observation 1: CA outperforms Distributed CRC with L=8.
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Figure 1. Performance comparison between Distributed CRC and CA
Performance comparison of distributed CRC, CA+distributed CRC and CA with different list sizes
In this section, we will compare Distributed CRC and CA. For the case of distributed CRC, 16-bit CRC is used for signal detection only. The remaining 8-bit CRC is decoded as PC frozen bits to improve performance of PC-SCL. To nomalize the FAR, SCL decoding is applied. For the case of CA, CRC with length of 19 are used for joint signal detection and CA-SCL decoding. To nomalize the FAR, 8 best candidate paths are selected for CRC checking when list size is larger than 8.
The performance comparison between Distributed CRC and CA are depicted in Figure 2 to Figure 7 for varaible information block size. In each figure, the requried SNR of 0.1% are used to compare the three schemes. It is seen that CA outperforms Distributed CRC for all the cases.
Observation 2: CA outperforms Distributed CRC for different list sizes.
	[image: ]
Figure 2. Performance comparison between Distributed CRC and CA
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Figure 3. Performance comparison between Distributed CRC and CA
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Figure 4. Performance comparison between Distributed CRC and CA
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Figure 5. Performance comparison between Distributed CRC and CA
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Figure 6. Performance comparison between Distributed CRC and CA
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Figure 7. Performance comparison between Distributed CRC and CA 
Distributed CRC with early termination
The early temination of distributed CRC is discussed for the case of inputing pure noise in [5]. The percentage of early termination happening and average decoding saving are provide to evaluate the gain of early termination seperately. We will provide a definition of early termimation gain by considering them together.
To evaluate the benefit of early termination, the same scheme in [5] with 19-bits CRC are used. The pure noise is used as input signel. The early termination ratio between the cases of early termination happening and total test cases is depicte in Figure 8 for variable K with rates of 1/12, 1/6, 1/3, 1/2, 2/3 for L=8, 16, 32, repectively. It is seen that the early termination ratioes become smaller rapidly with increase of list size. The position of early termination happening impacts the gain very much. The distribution of the early termination positions id depicted in Figure 9 locaitons for K=80 with rate of 1/3 and L=8. This is the typical case for DCI in PDCCH. It is seen that majority of the early termination happens at the positions close to the end. This implies that the saving is limited.
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Figure 8. Early termination ratio for variable K with rates of 1/12, 1/6, 1/3, 1/2 and 2/3
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Figure 9. The distrution of early termination poistions for K=80 with rate of 1/3 and L=8

Decoding latency is an important measure because large number of blind detections. To have fair comparison, we define the latency gain of early termination first. For the ith test of given Polar code (N, K), we assume the early termination happens at Pith of the CRC bits in decoding order. Suppose there are Fi frozen bits and Ii information bits after Pi. They will not be decoded because of early termination.  Suppose we test T times in total.  The latency gain of early termination will be expressed as 


For simplification, we assume the clock for each frozen bit is one and the clock for information bits is three including additional two clocks for sorting L paths. In fact, the latency gain will be reduced if we choose two clocks for information bits where one clock is for sorting L paths. Whate is more, we do not consider the cost of the parity checking of CRC whick will reduce the latency gain. In a word, the latency gain defined here is much larger than actual gain which can be achieved.
The latency gains of early termination are depicted in Figure 10 to Figure 12 for L=8, L=16 and L=32, respectively. It is seen that for L=8, all the latency gains are less than 5% except two cases of 2/3 rate which is not frequenly used for PDCCH. The latency gains reduce to less than 2% and 1% for L=16 and 32, respectively.    
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Figure 10. Latency gain of early termination for L=8
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Figure 11. Latency gain of early termination for L=16
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Figure 12. Latency gain of early termination for L=32
Observation 3: The latency gains of distributed CRC is less than 5%, 2% and 1% for L=8, L=16 and L=32, respectively. 
It should also be noted that, w/ distributed CRC, the bursty error detection capability of CRC is weakened due to information bits and CRC bits interleaving.
Complexity comparison between CA and Distributed CRC
The distributed CRC can be decoded as either PC frozen bits to improve performance or parity check bits for early termination but not both. The polar part of the decoding complexity and latency of the former is identical to PC-SCL in [6].
However, if the CRCs are distributed from a single one, both information bits are CRC bits have to be randomly interleaved. This random interleaving is different for each K value. Also, the association of distributed CRC bits and the corresponding info bits also has no structure, which means, the decoder will have to maintain all this information inside the polar decoder. The main reason to use CRC for error correction is its structure that facilitates the cyclic shift feedback register which is HW implementation friendly. With distributed CRC, this structure is completely destroyed and what is worse is that the info bit size dependency of the interleaving structure. The extra HW complexity needed to finally de-interleave all the info bits to get the correct order to perform CRC check will add up to the latency and complexity. Overall, we view distributed CRC as an interesting idea that could be further explored in academia. However, it may not be practically implementable due to the unstructured interleaving of both info and CRC bits for each K value.
The additional operations of Distributed CRC for early termination are depicted in Figure 13.  It is seen that the transform of generator matrix to up triangle matrix must be done for each (N,K). It is very complicate for the encoding and decoding. In the decoding, the positions of the information bits related to given CRC bit must be obtained and there is no structure of such association. The CRC checking must be done for all the candidate paths, which will further increase the latency and complexity and may block implementation of fast decoding schemes.
 Observation 4: CA has lower encoding complexity and latency than Distributed CRC.
Observation 5: CA has lower decoding latency than Distributed CRC.
Observation 6: Distributed CRC is not practically implementable for NR control channel.



Figure 13. Additional operations of Distributed CRC for early termination 

Conclusions
Observation 0: Distributed CRC cannot achieve performance of PC bits and early termination gain of parity check bits simultaneously.
Observation 1: CA outperforms Distributed CRC with L=8.
Observation 2: CA outperforms Distributed CRC for different list sizes.
Observation 3: The latency gains of distributed CRC is less than 5%, 2% and 1% for L=8, L=16 and L=32, respectively.
Observation 4: CA has lower encoding complexity and latency than Distributed CRC.
Observation 5: CA has lower decoding latency than Distributed CRC.
Observation 6: Distributed CRC is not practically implementable for NR control channel.
Observation 7: CA outperforms Distributed CRC in terms of better performance and lower complexity.
Proposal 1: Adopt CA-SCL (with one long CRC) solution of Polar codes for control channel for better performance and lower complexity and latency.
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