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1. Introduction
In RAN-1 #88 meeting, there are some agreements on maximum polar codes sizes for DCI and UCI as below: 
	
Agreement for DCI:
· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information

Working Assumption for UCI:
· Nmax,UCI =1024
· Optimise code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024




Considering the fact that the mother polar code size is a dominant factor determining the decoding complexity and latency, it is needed to limit the maximum polar code size to design practical systems. In this regard, it was agreed in the last meeting that the maximum polar code size for DCI is 512, but that for UCI remains as a working assumption. In this contribution, we compare the performance of polar codes with the max. mother code size 1024 and 2048. We consider the adaptive interleaving introduced in [1] that bit-reversal interleaving is applied for puncturing and no interleaving is used for repetition. 

2. Max. Mother Polar Code Size
As usual in our contributions, we use the following notations for polar codes.
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK1]- : the number of information bits 
- : the number of CRC bits
- : desired code rate (CRC bits are classified as parity bits)
- : the number of codeword bits ()
- : mother polar code size ()
- : max. mother polar code size
- : list size of successive-cancellation list (SCL) decoder 
2.1 Complexity and Latency 
In [2] and [3], latency and computational complexity of polar decoders were analysed. Assume a parallel sorter such as radix- sorter that completes a sorting of  elements in a single clock cycle. Then, the latency of SCL decoder is given as

and computational complexity is given as

where  is the required number of additions to sort  path metrics in SCL decoding and  denotes the required clock cycles for this sorting operation. As shown in the equations above, the mother code size  is a dominant factor determining the decoding latency and complexity. When  doubles, the latency and the complexity also almost doubles. Therefore, the most efficient way to reduce the latency and power consumption is to use polar codes with small . 
Table 1 shows the computational complexity and latency of polar codes with  and . Since  and  only depend on  and , these values are the same for both polar codes with  and . In addition, the -sorting is a minor operation compared to SC decoding operations. Therefore, the decoding complexity of polar codes with  is greater than twice of that with . The decoding latency of the smaller code is almost half of that of larger code. Some contributions proposed efficient implementation of large polar codes, but the fact that larger codes still require much more computations and longer latency never changes.
Table 1  Complexity and Latency Comparison for  and 
	
	
	

	Computational complexity [# of additions]
	
	

	Decoding latency [clock cycles]
	[bookmark: OLE_LINK5]
	


[bookmark: OLE_LINK18]Observation 1: The computational complexity and latency of the decoder for  are almost double compared to the decoder for .

2.2 Performance 
According to the analysis on the complexity and the latency, it is reasonable to adopt  if the performance loss compared to  is not significant. Now we compare the BLER performance of two coding schemes with different max. mother code sizes. We consider a adaptive rate-matching scheme introduced in [1] to evaluate the performance due to its good performance and simple operations. In our experiments, a nested code sequence in [4] is used as a reference.
Table 2 describes details about experiments, and all parameters and operations are kept the same except the max. mother polar code sizes for fair comparison. For , the mother code size  and bit-reversal interleaving is applied to puncture  coded bits. For , the mother code size  and  bits are repeated in an order of polar encoder output.  
Table 2  Performance Evaluation Settings for General UCI Transmission 
	[bookmark: OLE_LINK9]Code sequence
	[bookmark: OLE_LINK2]Ordered sequence generated by polarized weights [4]

	Decoding algorithm
	CRC-aided SCL decoding

	CRC bits 
	19 (CRC polynomial: 0x2D0B5 in normal-type description)

	List size 
	8

	Information bits 
	80, 88, 96, 104, 112, 120, 128, 136, 144, 152, 160, 168, 176, 184, 192, 200

	Code rate 
	1/12, 1/6, 1/3, 1/2, 2/3

	Max. size 
	1024 and 2048

	Rate-matching
	Rate-matching from a circular buffer after bit reversal interleaving for puncturing and no interleaving for repetition [1]. Shortening-based puncturing scheme is used.


Fig. 1 shows the results of required SNR to achieve BLER , and BLER curves of each experiment are also given in Appendix. Observations are summarized as follows:
a) For , two coding chains operate exactly the same and there is no performance difference.
b) For ,  achieves better performance to  in most cases. 
c) For ,  shows slightly better performance than  but there is no significant performance gap.
[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\fig01.png]
Figure 1  Performance comparison for general UCI transmission
Observation 2: In most cases of , a smaller mother polar code of  outperforms a bigger mother polar code of of  even though the smaller code requires shorter latency and fewer computations. The maximum performance gap is about 0.5dB in some cases.
Observation 3: For , a bigger mother polar code of  shows slightly better performance than a smaller code of , but the performance gap is negligible.

3. Conclusions
In this contribution, we compare the performance of polar coding schemes with   and . It is definitely clear that encoding and decoding a larger polar code require more computations and longer latency. 
Observation 1: The computational complexity and latency of the decoder for  are almost double compared to the decoder for .
Nevertheless, the performance gain by employing larger polar encoder and decoder is negligible if an acceptable rate-matching scheme is applied. We consider a wide range of values of  but did not observed any advantages of larger polar codes in the BLER performance. 
Observation 2: In most cases of , a smaller mother polar code of  outperforms a bigger mother polar code of of  even though the smaller code requires shorter latency and fewer computations. The maximum performance gap is about 0.5dB in some cases.
Observation 3: For , a bigger mother polar code of  shows slightly better performance than a smaller code of , but the performance gap is negligible.
Therefore, it is convincing in terms of complexity, latency, and performance to adopt polar codes with the maximum size 1024 for UCI. 

[bookmark: OLE_LINK3]Proposal 1: .  
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Appendix. BLER Curves: General UCI Transmission

[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\r16_no1.png]
Figure 3  BLER of polar codes with 
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Figure 4  BLER of polar codes with 
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Figure 5  BLER of polar codes with 
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Figure 6  BLER of polar codes with 
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Figure 7  BLER of polar codes with 
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