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1. Introduction
In this contribution, we will discuss the data channel encoding chain to support; 
1) Multiple code rates and multiple code sizes, 
2) Fine granularity of information block size, 
3) HARQ with/without IR.
2. LDPC Coding Chain for Data Channel
To support flexible code sizes and variable rates including HARQ with/without IR, several issues need to be investigated, e.g., how to segment TB (Transport Block) to CB (Code Block), how to decide number of zero padding bits and how to decide the LDPC codes related parameters. In this contribution, we discuss the above issues based on proposed LDPC code chain shown in Figure 1. 
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Figure 1. Coding Chain for Data Channel
Proposal 1: LDPC coding chain for data channel is as shown above.
1 
2 
Code Block Segmentation 
Segmentation is a basic technique to support input bits longer than the maximum information size for channel coding. The information block is segmented into two or more CBs of which length is less than or equal to maximum information length of LDPC codes. By introducing CB CRC, the decoder can stop decoding after one code block is in error, thus saving power that could have been wasted in decoding the rest of the code blocks. In addition, HARQ feedback based on CB-group (CBG) can be supported by CB-level CRC. The number of CRC bits (= LCB,CRC ) is decided by taking into account built-in parity-check criterion provided by LDPC code. 
The chosen CRC length (LCB,CRC) should be determined by taking into account the inherent error detection capability of LPDC code. In this sense, the length of 24 used in LTE can be further reduced. 

Proposal 2: After code block segmentation, LCB,CRC bit CB-level CRC are attached to the end of the code block. 
· Choose CRC length (LCB,CRC) by taking into account the inherent error detection capability of LPDC code
Zero padding and encoding
One advantage of QC LDPC codes is supporting length-compatibility since QC LDPC codes of variable length can be easily obtained by adjusting the size of circulant permutation matrices in . Let  be the  matrix given by 

where  are exponent indices of permutation matrices,  and  are the numbers of column and row blocks, respectively.  is just the circulant permutation matrix which shifts the identity matrix  to the right by  times for any integer , . For simple notation, we denote the  zero matrix  by. When  has full rank, we can assign  information bits to some  column blocks. (For our convenience, we call these  column blocks information column blocks). Then the code with parity-check matrix  is referred to as a QC LDPC code. Furthermore, let  be the exponent matrix of  given by

If the information block size is  after the segmentation of transport block, we first apply the proposed lifting to a given exponent matrix with  submatrices. Here, Z can be selected as
  s.t. 
where the sets of lifting factors (Z) as four sets with

Proposal 3: Discuss detailed procedure of selection Z 
Proposal 4: Z(K) is selected as the minimum value satisfied with among elements in the set S
When adjusting the size of circulant permutation matrices according to the target code block size, each exponent indices can be easily calculated by the specified formula. For example, we can obtain the shift value matrix  for the parity-check matrix  from the exponent matrix  for the parity-check matrix  as follows:

Here,  is the parity-check matrix consisting of  circulant permutation matrices and/or zero matrices for given integer  and  is an integer function of  and . 
We propose the lifting function  as follows:

where  means a modulo operation . Note that for , the shift value matrices have exactly the same integer entries
Note that -modulo operation can be easily implementable by picking the last  bits of the binary representation of an entry in  for . For example, applying -modulo operation to an entry  is equivalent to picking the last 7 bits, .
Proposal 5: The selection of f is based on performance, description complexity, and calculation complexity etc.
Rate Matching
For given information block, the puncturing and/or repetition scheme can support rate-compatibility, i.e., length-compatibility on code size according to allocated set of resource blocks and UE category. Figure 2 shows the concept of rate-matching process, similar as in LTE standard [1]. Bit interleaver may need to improve performance for higher order modulation or fading channel. It was agreed that for IR-HARQ, each Redundancy Version (RV), RVi, is assigned a starting bit location Si on the circular buffer [2]. Si needs to be decided by taking into account the performance and complexity. 
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Figure 2. Example of Rate-Matching Process

Proposal 6: Discuss details on rate matching method, e.g, shortening, puncturing, interleaver, RVi , and Si etc.

Code Block Concatenation 
After each of the CBs is rate matched, all the CBs from the same TB are concatenated to form a codeword (CW) – which is later mapped to a sequence of QAM symbols. In LTE, a simple concatenation scheme where all the CBs are stacked into one sequence is adopted. 
Although the same scheme can be adopted for NR, transmission bandwidth is expected to be significantly larger for NR especially for >6GHz scenario. In this case, when a large TB consisting of many CBs is mapped onto an allocated resource (RBs), it is beneficial to ensure that the QAM symbols (hence the bit sequence) from each CB are mapped across the allocated transmission bandwidth. By doing this, each CB may experience more or less similar frequency-selective channel which reduces the risk of losing a few of CBs due to deep channel fades.
Therefore, a interleaver can be added into the CB concatenation operation (either before or after stacking all the CBs from the same TB) so that the bits from each CB can be spread across the allocated transmission bandwidth (rather than, e.g. localized within a confined set of RBs in frequency domain). This should be done at least for large system bandwidth.    

Proposal 7: At least for large system BW, consider adding a interleaver into CB concatenation to spread the bits from each CB across the allocated transmission bandwidth.
4. Conclusion
In this contribution, we propose
Proposal 1: LDPC coding chain for data channel is as shown above.
Proposal 2: After code block segmentation, LCB,CRC bit CB-level CRC are attached to the end of the code block. 
· Choose CRC length (LCB,CRC) by taking into account the inherent error detection capability of LPDC code
Proposal 3: Discuss detailed procedure of selection Z 
Proposal 4: Z(K) is selected as the minimum value satisfied with among elements in the set S
Proposal 5: The selection of f is based on performance, description complexity, and calculation complexity etc.
Proposal 6: Discuss details on rate matching method, e.g, shortening, puncturing, interleaver, RVi , and Si etc. 
Proposal 7: At least for large system BW, consider adding a bit interleaver into CB concatenation to spread the bits from each CB across the allocated transmission bandwidth.
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