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1. Introduction
In RAN1NR-AH and RAN1#88, following agreement were made [1][2]:
	Agreement [1]:
· In NR Polar Code discussion, polar codes will be described without bit reversal in the encoder, i.e.:
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Agreement for DCI [2]:
· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information 
 



1.1.  Information bit mapping and puncturing
1.1.1. Nested structure
Input data may not be transmitted due to puncturing. For example, in figure 1, when Y1 is punctured, U1 is not included in the transmitted coded bit. If U1 is information, the information bit should be replaced by a known bit (freezing). Puncturing pattern can be represented by the row weight of the transform matrix G in descending order, and the order of puncturing and freezing bit for figure 1 is {7, 6, 5, 3, 4, 2, 1, 0}. If the row weight of the transform matrix G is used as a puncturing pattern in descending order, the number of input bit connected to the each punctured bit is always '1'. Figure 2 and 3 illustrate weight and its corresponding row-index for matrix G for N = 8, 32, respectively. 
[image: ]
Figure 1. Encoding module of Polar code
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Figure 2. Row-index of transform matrix G (N=8)
The weight order is a nested structure (yellow region) in figure 3, which can be constructed by collecting entries within the largest mother code size.
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Figure 3. Row-index of transform matrix G (N=32)
Observation 1: The descending order considering the row weight of the transform matrix G is a nested structure.

1.1.2. Memory read address
Puncturing and freezing patterns can be stored in a single memory, and read addresses from memory can use Pascal's Triangle. In this case, the number of indexes having weight w for mother code sizes N is as follows:

 						(1)

Where, . 
The starting read address from the stored memory by the maximum length (Pmax) of the puncturing pattern is as follows: 


+-1			 	(2)

Where,  denotes start address of each weight. After that, address is decremented from (2). 
For example, the puncturing pattern (Pmax=Nmax=32) in figure 3 and the memory read address (2) are used to create a puncturing pattern of N = 8. The starting read address is (3).

				(3)
Each starting read address when the weight is 4, 2, and 1 is shown in (4) to (6).

				(4)

					(5)

						(6)
Figure 4 shows some memory addresses for N = 32 as red values.
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Figure 4. Memory address table for N=32

Observation 2: The memory read address of puncturing and freezing pattern can be easily constructed by using Pascal's Triangle from the transform matrix G.

1.1.3. Re-information/frozen bit mapping
To prevent all information bits from being punctured, the information bit location can be reassigned in the order of higher reliability within the frozen bit set. Figure 4 shows an example of reassigning the data on freezing position to the frozen bit position when the puncturing and freezing index is {7, 6}. 
[image: ]
Figure 4. Illustration of puncturing and information bit allocation

Proposal 1: Puncturing and freezing pattern can be derived from the row weight of the transform matrix G.

2. Conclusion
In this contribution, we considered the nested structure and memory read address from the transform matrix G. Based on the above discussion, we have the following observations and proposals.
Observation 1: The descending order considering the row weight of the transform matrix G is a nested structure.
Observation 2: The memory read address of puncturing and freezing pattern can be easily constructed by using Pascal's Triangle from the transform matrix G.
Proposal 1: Puncturing and freezing pattern can be derived from the row weight of the transform matrix G.

3. Reference
RAN1 chairman’s notes in RAN1 NR-AH, January, 2017
RAN1 chairman’s notes in RAN1 #88, February, 2017
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* The output of the polar encoder is: x) 1= ul"1Gy
® @Gy is the generator matrix of size N
o
6=, 4l
— Gy = F® forany N = 2™,n > 1, where

e F= [1 (1) ,and F®" is the n-th Kronecker power of matrix F
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