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1. Introduction 
In this contribution, we provide discussions and views on maximum shift size and the number of base graphs as well as present our parity-check matrix design. 
2. Considerations on maximum lifting size
The largest information block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are to be selected from the following set of {Kmax, Zmax} pairs: {8192, 256}, {8192, 512}.
Maximum supported shift size (Zmax) has a two-fold effect on the overall LDPC performance/implementation. It affects the encoder/decoder throughput as well as latency through built-in parallelism.Typically larger shift size can imply lower latency, but it also has to consider other factors such as converge, etc. Latency can also be further reduced by other techniques such as processing multiple check/variable nodes (of a base matrix) in parallel or using multiple separate decoders, etc. Thus, it is not strictly necessary to support very large shift sizes. We note the current discussion between 256 and 512 is tightly coupled to the maximum block size of 8192, as those together imply certain base graph dimensions, which could be considered too small (e.g for z=512) or too big (for z=256) from different perspectives. As we showed in last RAN1 meeting, a large shift size of z=1024 has high error floor due to much too compact base graph. A larger base graph (66x98 with z=256) can offer more optimization potential compared to a smaller base graph (34x50 with z=512) as the graph connections can be more tailored for performance, larger zero-padding, etc. We look at some aspects related to the two different designs.
Area/throughput impact of shift size
It was claimed in last meeting that a single block Zmax=512 design can have a better area/throughput number compared to two block Zmax=256 design. In our view, there is no significant advantage to the Zmax=512 design, since any memory partitioning impact (between one wide and two narrow memories) is limited to only the APP memory where concurrent memory access to two different addresses is required; there is no impact for extrinsic memory, since the memory dimensioning is same for the 256 or 512 based design. Moreover the additional latency due to memory access (claimed to be 10%) was the result of un-optimized memory organization assumed in the modelling (odd variable nodes in odd bank and even variable nodes in even bank). Smart check node update pipelining can be used to avoid or minimize such latency and it is a very well-known technique in LDPC decoder implementations. An example of such pipelining for the 2 x256 case was demonstrated already in a way-forward at last RAN1 meeting R1-1703916.
Performance evaluation of a Zmax=512 vs 256 design 
In last meeting, a candidate matrix design was proposed in [14] based on a maximum shift size of Zmax=512. Extensive BLER results were shown for this design (by the proponent) for BLER near or above 1e-4, although the results were not verified by other companies. Since, it is anticipated that companies will update their designs for Spokane meeting, we performed only a spot-check of the matrix design from  R1-1703698 for a rate-5/6, and a few sample block sizes corresponding to different shift sizes (z = 512, 384, etc). Sizes such as 8192 and 6144 are natively supported without any zero-padding in this design. Figure 1 shows our evaluation results for the Zmax=512 design for 50 iterations, SBP for rate-5/6. It seems some error flooring above 1e-4 could occur the Zmax=512 design – this could be due to some artifact in the decoding process, but such phenomenon does not seem to occur for Zmax=256 based evaluations. It can also indicate that code performance for the 512-based matrix is more sensitive to decoder implementation choice. We also checked a couple of other rates (e.g. 1/3) where this effect was not present/prominent for native block sizes. However, this aspect should be carefully investigated in consideration of large shift size such as 512. We plan to check this with updated 512-based design at RAN1#88bis meeting. 
In Figure 2, the performance comparison of 512-based and 256-based design [13] is illustrated for high coding rates using for 50 iterations, SBP and the 256-based design seems to have better error floor performance than 512-based designs. We plan to check this with updated 512-based design at RAN1#88bis meeting.
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Figure 1. 5/6 BLER curves of Zmax=512 design (natively block lengths)
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Figure 2. 5/6 BLER curves of Zmax=512 and Zmax=256 designs (worst zero-padding cases)
Speed of convergence is another aspect to consider when comparing different designs, in particular since number of iterations affects decoding throughput/latency vis a vis performance. Figure 3 shows the performance of 256-based vs 512-based design for 25th and 50 decoding iterations. It shows the decoder convergence may be different for the two designs, with the 256-based design converging faster. Therefore, LDPC design with Zmax=256 can have some edge over 512-based designs.
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Figure 3. Illustration of BLER convergence speed difference between 256-based and 512-based designs.
3. PCM design
[bookmark: _GoBack]In last meeting, good throughput performance for both peak rate of 20 Gbps at rate 8/9 and also good throughput performance for low coding rates was agreed. Our proposed matrix design for achieving this target is shown in the attached excel sheet (IntelMatrix_RAN1_88b.xlsx). It is based on a maximum Shift size of Z=256. A single base graph is used and this base graph can be considered to have 28 layers for improving row-orthogonal decoder throughputs. In our view, if row-orthogonality is considered important, then pure row-orthogonality should be considered instead of quasi-row-orthogonality; otherwise layers end up being “quasi-layers” wherein update conflicts occur within a layer, which can affect row-parallel implementations. From our perspective, given the decision from last meeting (target 20 Gbps for rate-8/9), we think that row-orthogonality may not be the only key design feature, but it should be considered along with other factors such as complexity/performance indicators (number of edges, performance especially error floor, etc).
Observation: Pure row-orthogonal structure is more suitable for row-parallel decoders than quasi-row orthogonal.
In [13] we propose design with Zmax=256 with 28 layers purely row-orthogonal layers. It has 20% less layers than 512-based design (34 layers) considering layers as not having any intra-layer conflict. The matrix properties (number of edges=440, layers=28, maximum row weight=19, max column weight =27, etc) are shown in the excel sheet. Two column systematic bit puncturing is considered. The matrix in the attached is proposed for larger block sizes (in the range of 1024 to 8192) – Note small block sizes can also be derived using modulo scaling using the design. For the lower range of sizes, we propose to consider a second base graph (as discussed later part of the document). 
Shift size and granularity
Coarse shift size granularity is desirable as it can reduce shift network complexity (especially for row-parallel architectures) if it can support the same level of performance as finely granular design. With coarse shift sizes, block size flexibility can be handled through zero-padding. In our evaluations, we consider a Z granularity of 16 at the largest shift sizes. Exact granularity is given below.  
· Supported shift sizes =[32:4:64, 64:8:128, 128:16:256]
This design can be considered as tolerating upto 12.5% zero padding typically. It would be desirable to consider schemes that tolerate even larger zero-padding though it then becomes closely related to the underlying base graph design and optimization. We are also evaluating a further coarser granularity as well. Modulo scaling is used to obtain the prototype matrix for given Z value from the prototype matrix of a reference Z value – this is shown the accompanying paper on evaluations [13]. 
In our opinion, the implementation arguments between 512-based and 256-based designs were discussed in detail last meeting and we do not see a strong justification in favor of 512, neither from area nor from latency perspective. Moreover, a 256-based design allows a base graph that is not too compact, and can have a lower error floor, and faster convergence. Therefore, we propose that RAN1 adopt a maximum shift size of 256. If RAN1 is open to considering another value other than 256 and 512, we think an intermediate value such as 320 could be more appropriate as it could provide a balance between the two designs. 
Proposal 1: Adopt maximum shift size of Zmax=256 for NR LDPC. 
In last meeting, the number of supported base graphs was discussed (1 and 2 are possible choices). Though it is desirable to reduce the number of base graphs, it should also be ensured the design for NR is not compromised. In particular, the range of data rates, block sizes, coding rates may be widely varying. In such a scenario, it is desirable to support different ranges with different matrices optimized for different properties. For instance, at the large block sizes/code rates, where peak data rate is important, the base graph design can be optimized separately compared to the small block lengths and low coding rates. Our base graph in attachment can cover the larger block size case. As long as some of the key complexity indicators (e.g. max shift size, shift values, max check degree, max number of edges, etc.) of a second base graph are covered by the first base graph, the additional hardware complexity to support an extra base graph is minimal. 
The second base matrix could support small block EMBB (e.g. < 2048 bits) and lower decoding latencies for code rates range from 1/2 to 1/6. For peak rate scenarios, there is no need for extending a parity-check matrix from a very high code rate to a very low code rate – therefore the base matrix can be optimized for a limited range (e.g. 8/9 to 1/3). Therefore, our preference is to support two base graphs, each of which can be optimized separately for different range of block sizes/coding rates. 
Proposal 2: Adopt two base graphs for NR LDPC.
4. Conclusion
In this contribution, we provide an overview of LDPC code design and properties, including the aspects related to maximum lift size, throughput, latency, decoding architecture, zero-padding, and number of supported base graphs. 
Observation: Pure row-orthogonal structure is more suitable for row-parallel decoders than quasi-row orthogonal.
Proposal 1: Adopt maximum lift size of Zmax=256 for NR LDPC. 
Proposal 2: Adopt two base graphs for NR LDPC.
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