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1. Introduction
In RAN1 #88 [7], it is concluded that:
· All proponents need to disclose their proposed sequence design until 3rd March
· Template for evaluation results
· Following information should be disclosed 
·  NR-PSS/SSS sequence design
·  Sequence length for each parameter set
·  Default numerology
·  NR-SS transmission BW
·  The number of hypothesis: 1000
·  The number of antenna ports for NR-SSS and how the sequence is mapped to antenna port
· All proponents are requested to show both 1 and 2 antenna port performance results
· Assumption of the minimum UE bandwidth 
· At least NR-SSS transmission BW will be evaluated by all proponents
· All proponents are requested to evaluate it until the next meeting
· Note that all proponents need to disclose detailed evaluation assumptions/results such as 
· Assumption of transmit power of NR-SS
· PAPR/CM performance
· Cell search performance
· Detection probability performance
· etc.

In this contribution, we will provide detailed descriptions of our NR-PSS and NR-SSS sequence design. Evaluation results based on the agreed evaluation assumption [10] are also presented.
2. [bookmark: _Ref471299226][bookmark: _Ref461651853]PSS Design
We believe that PSS design is highly dependent on the synchronization raster design. If the raster spacing is as fine as 100 kHz in LTE, the latency and UE power consumption in initial search may be unacceptable for NR since there is no always-on transmission such as CRS for energy detection. In that case, a properly designed PSS such as LDPB sequence [1] or any sequence with detection complexity that does not scale up with the number of scanned frequencies should be considered. We therefore consider two candidate PSS sequences, one for the sparse raster and the other for the fine raster. 
2.1. [bookmark: _Ref477981134]Costas Sequence
If the synchronization raster is sparse, we choose to use a single Costas sequence as PSS. A Costas sequence is a frequency hopping sequence defined in the time domain as 
	
	
	(1)


where  is a series of integers and  for  and 0 otherwise. This formulation generates a sequence of length- with very good non-cyclic ambiguity function and can therefore be used as PSS in a single OFDM symbol. The exemplary Costas sequence we use as PSS is a lenth-256 Costas sequence with   and 
	
	
	(2)


for . The frequency domain sequence  is obtained via the 256-point FFT of the time domain sequence.
According to LTE notation convention, the frequency domain sequence  is mapped to the resource elements according to 
	
	
	(3)


where  denotes the index of the first subcarrier of the reserved resource blocks for the synchronization signal (SS) block, and the OFDM symbol index,  needs to be further determined according to the SS block resource mapping.

Resource elements  in the OFDM symbols used for transmission of the primary synchronization signal where
	
	
	(4)


are reserved and not used for transmission of the primary synchronization signal.
2.2. LDPB Sequence
If the synchronization raster is very fine, we choose to use the Low Density Power Boosted (LDPB) sequence [1] which is generated by placing power boosted pilot symbols of constant amplitude in a few selective number of sub-carriers in an OFDM symbol. The complexity of detecting LDPB sequence does not scale up with the number of frequencies scanned [1].
The LDPB sequence of our PSS design is a length-272 sequence derived by concatenating the rows in a 16 by 17 perfect periodic Costas Array:
	
	,
	(5)


and zero otherwise for . Here the 16  values in the above equation are given by
	
	.
	(6)


The frequency domain sequence  is mapped to the resource elements according to 
	
	
	(7)


where  denotes the index of the first subcarrier of the reserved resource blocks for the synchronization signal (SS) block, and the OFDM symbol index,  needs to be further determined according to the SS block resource mapping.
Resource elements  in the OFDM symbols used for transmission of the primary synchronization signal where
	
	
	(8)


are reserved and not used for transmission of the primary synchronization signal.

3. Comparison of PSS Sequences
Simulation results for our design are presented in a later section. In this section, we compare some properties of the PSS sequence that may not be captured in the performance evaluation.
3.1. Correlation Properties
The issue of ambiguity side lobes in Zadoff-Chu sequence have been noted in several previous contributions [2][3][4] and thus will not be reiterated here. 
One of the main reasons that Zadoff-Chu sequence was considered an excellent sequence for synchronization is its perfect cyclic auto-correlation, also known as the Constant Amplitude Zero Auto-Correlation (CAZAC) property. However, the aperiodic auto-correlation function is a better criterion for choosing an appropriate sequence for the purpose of initial search when the timing reference has not been established yet. In this regard, the Zadoff-Chu sequence is far from being perfect, as shown in Figure 1 for length 127 Zadoff-Chu sequence of root index of 42 and 44. Choosing a different root index  may suppress these side lobes but others may appear in undesirable locations.
On the contrary, the auto-correlation functions of Costas sequence and m-sequence have much lower and uniformly distributed side lobes, as shown in Figure 2. 
Observation 1: The aperiodic auto-correlation function of Zadoff-Chu sequence has high side lobes that makes detection of multiple cells difficult, especially in asynchronous network or larger cell.
3.2. Complexity
The complexity analysis of LDPB sequence detection and frequency domain detection of an arbitrary sequence can be found in [1]. Sequences that are modulated in the frequency domain can be detected most efficiently by the frequency domain approach.
For time-domain m-sequence, the detection complexity is simply  complex additions, where  is the sequence length. A complex multiplication is 4 real multiplication. Assuming a bit width of 10, the number of operations in a complex multiplication is approximately 20 times that of a complex addition. Therefore,  complex additions is roughly equivalent to  complex multiplications.
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[bookmark: _Ref465882969]Figure 1: Aperiodic auto-correlation functions of Zadoff-Chu sequence
[image: ][image: ]
[bookmark: _Ref477963254]Figure 2: Auto-correlation of Costas sequence (left) and freq. domain m-sequence (right)
For the Costas sequence, the correlator can be implemented by a sliding DFT [5] of length-, where  is the length of the sinusoids in the sequence. The sliding DFT has a complexity of  complex multiplications per sample. The details of the low complexity correlator for Costas sequence can be found in our discussion on raster design [6].
Table 1 summarizes the complexity comparison for the various PSS sequences. Assuming ±5 ppm initial frequency offset, 4 GHz carrier frequency and 15 kHz sub-carrier spacing, the number of sub-carriers in the frequency uncertainty window is approximately 4. That means at least frequency hypotheses are needed for the detector to find the sequence.
[bookmark: _Ref470688888]Table 1: Summary of complexity analysis in number of complex multiplications per sample
	PSS Sequence
	Complexity (# of complex multiplications)
	Example = =

	Freq. domain
	
	

	Time domain m-sequence
	 complex additions  complex multiplications
	51.2

	Costas sequence
	 
	64

	LDPB
	 (independent of )
	16


Observation 2: The detection of LDPB sequence has lowest complexity, which does not scale with the number of frequency hypotheses. The complexity for the detection of other sequences is roughly in the same order.
3.3. PAPR
Table 2 compares the PAPR for some candidate PSS sequences. The PAPR is computed as the 99th percentile of the 8 times over-sampled PSS sequence. Note that DC sub-carriers is not set to zero in the comparison as the synchronization signal may not be aligned with the center frequency. The Costas sequence given in Section 2.1 has a PAPR of 1.61 dB. However, lower value can be achieved by cyclically shifting the frequency hopping pattern without changing the signal’s ambiguity properties. For example, the hopping sequence
	
	
	[bookmark: test](9)


gives a PAPR value of 1.43 dB.
[bookmark: _Ref471244085]Table 2: PAPR of the 4 candidate sequences
	Sequence
	Length-256 Costas sequence
	Length-127 Zadoff-Chu, u = 44
	Length-255 time domain QBPSK m-seq
	Length-127 freq. domain m-seq
	Length-272 LDPB sequence 

	PAPR
	1.43 dB
	3.10 dB
	3.53 dB
	4.58 dB
	5.46 dB



Observation 3: Costas sequence has the lowest PAPR of 1.43 dB. 
4. NR-SSS Design
In [7], a working assumption has been made that NR should support around 1000 hypotheses provided by NR-PSS/SSS to represent NR physical cell ID (PCI). This doubles the number of hypotheses supported by LTE-PSS/SSS, and poses a serious challenge to NR-PSS/SSS design. To reduce UE cell search effort, a single NR-PSS sequence would be welcomed if NR-SSS sequences alone could support the required number of hypotheses. On the other hand, from the agreed relationship between subcarrier spacing and transmission bandwidth for NR-SS [7], we conclude that the NR-SSS sequence length could be no longer than 300. Hence, the ultimate goal for NR-SSS design is to find a set of sequences  that has the following properties:
· The size of  is around 1000.
· Each sequence in  has length less than 300
· The time domain cross correlation between any two different sequences in  needs to be low for all relative cyclic time shifts between them.
· The frequency domain cross correlation between any two different sequences in  needs to be low at least for the range of possible residual frequency offset.
· The sequences in  would ideally have low PAPR to support power boosting of NR-SS.

Based on the above criteria, we will introduce our NR-SSS design and some potential variations in the following subsections.
4.1. Time Domain QPSK Modulated  Sequences
 sequences are 4-phase sequences with near optimal correlation properties [8]. It has been shown in [8] that  sequences could achieve lower maximum cross-correlation compared to any binary sequences (e.g., m-sequences and gold sequences) by a factor of . In fact, it is used as the uplink short scrambling code in WCDMA. For NR-SSS, we propose to use  family A sequences to construct the base sequence set in time domain. For sequence length equal to 255, there are a total of 256 such sequences (excluding the embedded m-sequence to be described later). Each of these 256 time domain sequences are first QPSK modulated, and then cyclically shifted in frequency domain 4 times to produce a total of 1024 NR-SSS sequences.  
There are various ways to generate the set of  family A sequences. Here, we introduce a construction method that allows us to view the set of QPSK modulated  family A sequences as the set of cyclically shifted, BPSK modulated m-sequences scrambled by a single QPSK modulated  sequence. The implementation is shown in Figure 3. The upper LFSR in Figure 3 is used to generate a single QPSK modulated  sequence  (the scrambling sequence), and the initial state vector of the LFSR is always set to . The lower LFSR is a standard m-sequence generator with polynomial . All 255 non-zero initial state vectors are used to generate the 255 m-sequences . Assume  corresponds to the m-sequence with initial state vector . Since for every sequence index ,  for some distinct , we could also obtained these 255 m-sequences via cyclically shifting , i.e., . For the rest of the contribution, we will simply label these m-sequences by , and denote them by .

[image: ]
Figure 3: Block Diagram of the NR-SSS Sequence Generator
Each of the 255 m-sequences  is then BPSK modulated and scrambled by the QPSK modulated  sequence . The resulting 255 sequences, together with , form the set of 256 QPSK modulated  family A sequences . Note that in [8], the m-sequence  is also included as a member of  family A sequences. We choose to leave it out, since Fast Hadamard Transform (FHT) based correlators could then be used for sequence detection, greatly reduce the RX complexity. To achieve low PAPR, these 256 QPSK modulated  sequences are placed in time domain, and served as the base sequences of our NR-SSS design. Finally, to support 1000 PCI hypotheses, each of these 256 sequences are cyclically shifted in frequency domain 4 times to produce a total of 1024 sequences. The amount of the frequency domain cyclic shifts are selected to achieve maximum robustness against residual frequency error. 
4.2. NR-SSS Sequences Generation Procedure
The step by step NR-SSS sequences generation is summarized below:
1. Generate the length 255 scrambling sequence  via the upper LFSR and the QPSK modulator as shown in Figure 3. The initial state vector of the LFSR is set to .
2. Generate the length 255 m-sequence  via the lower LFSR in Figure 3. The initial state vector of the LFSR is set to .
3. Generate the 256 time domain, length 255 QPSK modulated  family A sequences , where  and  for  and .
4. Generate the 256 frequency domain, length 255 sequences  where .
5. For cell ID , where , the corresponding frequency domain NR-SSS sequence is given by  for . The mapping from  to  and  are given by:  and .
5. NR-SSS Signal Properties
In this section, we discuss the properties of the proposed NR-SSS sequences in more detail. Specifically, we will first demonstrate both time and frequency domain cross correlations between all NR-SSS sequence pairs. The RX complexity for the corresponding NR-SSS design is then discussed. Finally, we evaluate the PAPR of the sequences, and also discuss some potential alternative designs. 
5.1. Correlation Properties
Cross correlation between any pair of NR-SSS sequences is the most important performance metrics in NR-SSS design. Lower cross correlation implies better separation between hypotheses, leading to better tradeoffs between detection rate and false alarm rate. In order to cope with various multi-path channel conditions, any arbitrary pair of NR-SSS sequences are required to have low cross correlation for all possible relative cyclic time shifts. In sequence design, the maximum cross correlation among all possible relative cyclic shifts, denoted by , is often used to characterize the correlation property between a pair of sequences. Formally, given time domain sequences  and  of length ,  between  and  is defined as:
	
	
	(10)


Figure 4 provides the distribution of normalized  for all  pairs of our NR-SSS sequences. For comparison, we also plot the corresponding distributions for other NR-SSS proposals, including frequency domain Gold sequences and frequency domain m-sequences. Here, the Gold sequence generator has polynomials  and , and each of the 255 gold sequences is further cyclically shifted 4 times by the amount of  in frequency domain to produce a total of 1020 NR-SSS sequences. The 1020 frequency domain m-sequences are generated by 4 different generating polynomials, each produces 255 m-sequences corresponding to different cyclic shifts in frequency domain. 
From Figure 4, we can clearly see the advantage of the proposed QPSK modulated  family A sequences. Specifically, the maximum normalized  among all possible sequence pairs is 0.123 for QPSK modulated  family A sequences, while for frequency domain Gold sequences and frequency domain m-sequences, the maximum normalized  among all possible sequence pairs are both 0.251, doubling the amount of our current proposal. Furthermore, from the distribution curves shown in Figure 4, we can see that while 100% of the sequence pairs have  no greater than 0.123 for QPSK modulated  family A sequences, for frequency domain Gold sequences and frequency domain m-sequences, 70% and 55% of the sequence pairs have  greater than 0.123, respectively.
Observation 4: QPSK Modulated  family A sequences have the best cross correlation property among evaluated NR-SSS designs.
[image: ]
Figure 4: Normalized Cross Correlation () for various NR-SSS sequence sets
To evaluate the robustness of the NR-SSS sequences against residual frequency error, the frequency domain cross correlation could be used. Since the residual frequency offset tends to be small after frequency acquisition is performed using NR-PSS, it is safe to assume a residual error of at most  OFDM subcarrier spacing. Specifically, given frequency domain sequences  and  of length ,  between  and  is defined as:
	
	
	(11)


For QPSK modulated  family A sequences, all sequences pairs have normalized  no greater than 0.063, leading to great robustness against residual frequency error. On the other hand, for frequency domain Gold sequences, since each of the 255 gold sequences is cyclically shifted in frequency domain by the amount of , it follows that for each sequence  (out of 1020 sequences), there exists at least one other sequence  such that the normalized  is equal to 1. Similarly, for frequency domain m-sequences, there exists two distinct sequences  and  for each sequence  (out of 1020 sequences) such that both normalized  and  are equal to 1. This means that for both frequency domain Gold sequences and frequency domain m-sequences, false NR-SSS detection is unavoidable when the frequency residual error is close to  OFDM subcarrier spacing.
Observation 5: QPSK modulated  family A sequences provides the most robust performance against residual frequency error among evaluated NR-SSS designs.
5.2. Receiver Complexity
As described earlier, QPSK modulated  family A sequences can be viewed as the set of cyclically shifted m-sequences, scrambled by a common QPSK modulated  sequence . This enables us to implement a FHT based RX architecture. For simplicity, assume  is the received vector, and we would like to perform correlations corresponding to the 256 QPSK modulated  family A sequences with zero frequency cyclic shift. These 256 sequences could be represented in matrix form , where  is the  extended, BPSK modulated m-sequence matrix (i.e., adding an all one column and an all one row to the left and top of the original  m-sequence matrix), and  is the extended scrambling sequence. Note that each row in  represents one of the 256 QPSK modulated  family A sequences with an additional dummy symbol in front (in our case, the dummy symbol is 0). It can be shown that matrix  can be decomposed into , where  and  are permutation matrices and  is the Hadamard matrix [9]. It follows that the correlations of  and the 256 QPSK modulated  family A sequences are given by:
	
	
	(12)


Hence, to obtain the correlations, we first de-scramble the received sequence, follow by a permutation. A 256 point FHT is then performed before another permutation that gives us the final results. The whole process requires only 256 complex multiplications (for de-scrambling), and  additions, which has extremely low complexity.
Observation 6: QPSK modulated  family A sequences could be detected efficiently using Fast Hadamard Transform.
5.3. PAPR and Alternative Design Options
The PAPR distribution of various NR-SSS sequence sets are given in Figure 5. From the figure, we can see that both time domain QPSK modulated  family A sequences and frequency domain m-sequences have relative low PAPR distribution. In fact, the PAPR distribution is quite similar to the PAPR distribution of QPSK modulated DFTS-OFDM. On the other hand, the PAPR distribution for frequency domain QPSK modulated  family A sequences and frequency domain Gold sequences are roughly 2dB higher than the previous two NR-SSS designs. 
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Figure 5: PAPR distribution for various NR-SSS sequence sets
If PAPR is not a concern, frequency domain QPSK modulated  family A sequences could also become an attractive NR-SSS candidate. The frequency domain QPSK modulated  family A sequences provides almost identical cross correlation properties as its time domain counterpart, and the low complexity RX structure could also apply directly in the frequency domain.
Observation 7: Time domain QPSK modulated  family A sequences exhibits low PAPR property similar to QPSK modulated DFTS-OFDM.
6. NR-SS Simulation Results
In this section, we provide the simulation results for our overall NR-SS design. Specifically, we will first briefly describe the RX detection algorithm used, and provide the definitions of the performance metrics. Based on these performance metrics and the assumed RX algorithm, we then compare the performance of various NR-SS proposals.
6.1. NR-SS Detection Algorithms, Evaluation Assumptions, and Performance Metrics
In our simulation, a two stage detection algorithm is used. For NR-PSS detection, a sequence correlator is applied to the two times oversampled received signal. The magnitude of the complex correlation corresponding to each timing and frequency offset hypothesis is then used to select the potential candidates. Since there is only one PSS sequence in our proposal, the main purpose of a PSS detector is to provide several potential candidates (and their corresponding timing and frequency offsets) for further processing using NR-SSS.  candidates with the largest correlation magnitudes are selected, and their corresponding hypothesized timing and frequency offsets are also stored. NR-SSS detection uses a threshold based detection algorithm. Specifically, for each of the  candidates, we perform sequence correlations based on the stored timing and frequency offsets, and if the magnitude of the correlation exceeds a certain threshold , we declare detection of the corresponding PCI. 
Note that with this receiver architecture, the timing and frequency offset is only estimated using NR-PSS. Further enhancement is possible if NR-SSS is also used. Note also that in our NR-SSS detection algorithm, we choose to use non-coherent peak detector (i.e., discard the phase information of the correlation) as in the case of NR-PSS detection. Since the feasibility of coherent NR-SSS detector highly depend on the relative location of the PSS & SSS symbols, we feel a non-coherent peak detector is a more proper NR-SSS detector for evaluation purpose. Finally, both  and the threshold  are design parameters to be determined according to some constraints, e.g., the false alarm rate.
Table 3: NR-SS Evaluation Assumptions
	Parameter
	Value

	
	For below 6GHz
	For above 6GHz

	Carrier Frequency
	4GHz
	30GHz

	Default subcarrier spacing
	15kHz, 30kHz
	120kHz, 240kHz

	Channel Model
	Table A.1.5-1 in [10]
Note: Zero interfering TRP should be assumed for above 6GHz.

	Antenna Configuration
	

	UE speed
	

	Number of interfering TRPs
	

	Target received baseband SNR 
	-6dB
Note: Proponents provide results over a range of SNR including -6 dB.

	NR-PSS/SSS detection
	Note: Good one-shot detection probability should be taken into account for reporting joint PSS/SSS misdetection rate, the residual timing error and frequency error.
Note: For reporting joint PSS/SSS detection latency, accumulation among SS blocks in different SS burst sets is not precluded.

	Frequency Offset
	· For initial acquisition
TRP: uniform distribution +/- 0.05 ppm
UE: uniform distribution +/- 5, 10, 20 ppm (each company to choose one)
· Non-initial acquisition
TRP: uniform distribution +/- 0.05 ppm
UE: uniform distribution +/- 0.1 ppm
Note: The following target requirements should be taken into account in NR-PSS/SSS design
· Robustness against initial frequency offset up to 5 ppm
· 10 ppm as optional requirement

	Timing arrival difference from interfering TRPs
	· Synchronous scenario: 
Uniformly distributed from -3/N us to +3/N us, where N denotes scaling factor (N= Default subcarrier spacing (kHz)/15(kHz)).
· Asynchronous scenario: 
Uniformly distributed from -1 ms to 1 ms

	BS Tx power for NR-SS 
	Note: Companies describe whether it is assumed that the TX power is kept constant when comparing different sequence proposals.


   
The agreed evaluation assumption [10] is shown in Table 3 for convenience. For performance comparison, we also provide here the definitions of the performance metrics:
· Joint PSS/SSS Miss Detection Rate (: The probability of not correctly detecting target cell in one-shot detection when target cell transmits SS with or without SS from interfering cells.
· False Alarm Rate (): The probability of detecting any SS in one-shot detection when there is no SS being transmitted, i.e. AWGN.
· A target cell is detected if its PCI is correctly detected and the timing is limited within a predefined maximum timing error (e.g. 50% of CP length).
Note that in order to achieve fair comparisons, we adjust  and threshold  such that  for all simulations.
6.2. NR-SS Detection Algorithms, Evaluation Assumptions, and Performance Metrics
In this section we present our simulation results according to the RX architecture and evaluation assumptions described in the previous subsection. 
Figure 6 shows the joint PSS/SSS miss detection rate (i.e., ) for  and  . Recall that  denotes the number of candidates provided by NR-PSS for further detection by NR-SSS. We noticed that when , most NR-SS designs have similar performance except for the NR-SS design using Zadoff-Chu sequence as the PSS sequence. This is due to the poor correlation property of a Zadoff-Chu sequence, as readily described in earlier sections. When , all evaluated NR-SS design have similar performance. Particularly for Zadoff-Chu sequence based NR-SS design, since now the “correct peak” is more likely to be included within the  candidates, the NR-SSS would then have a chance to make the correct PCI detection. However, the price we pay is that for a NR-PSS sequence with poor correlation property, in order to achieve the same detection rate, we will always need to pass more candidates for NR-SSS to screen, significantly increase the RX complexity.
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Figure 6: Joint PSS/SSS Miss Detection Rate (. Left: ; Right: 

Observation 8: For NR-PSS sequence with poor correlation property (e.g., Zadoff-Chu sequence), in order to achieve the same detection rate, more potential candidates are always needed to be further processed by NR-SSS, significantly increase the RX complexity.
Figure 7 shows the joint PSS/SSS miss detection rate (i.e., ) with and without interferences. Here, we set . From the figure, we see that for AWGN channel, all the evaluated NR-SS design has similar performance, with or without interfering TRPs. However, for CDL_C 100ns channel models, it is apparent that with the presence of 2 interfering TRPs, the NR-SS design using Zadoff-Chu sequence as the PSS sequence suffer significant performance loss. Note that when the PSS sequence is Costas sequence, we also observe some performance loss. However, the performance gap may be closed by increasing . 
Observation 9: With the presence of 2 interfering TRPs, the NR-SS designs using Zadoff-Chu sequence as the PSS sequence suffer significant performance loss.
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Figure 7: Joint PSS/SSS Miss Detection Rate (. Left: 0 interfering TRP; Right: 2 interfering TRPs
To evaluate the residual timing error and residual frequency error, we only look at the cases when PCI is correctly detected, and measure the corresponding timing and frequency errors. Note that for timing error, we use the earliest channel path as our timing reference. This reference make sense for AWGN channel and fading channels with relatively short delay profile (e.g., CDL_C 100ns channel). From our simulation results, we found that for all the simulation scenarios (corresponds to the 6 plots shown in Figure 7), the 50% residual timing error are identically zero, and the 90% residual timing error are identically 1 sample (i.e., 130 ns). This indicates that for all the evaluated NR-SS designs, when the PCI are correctly detected, the residual timing errors are negligible small under the evaluated scenarios. For residual frequency error, the evaluation results are shown in Figure 8. From the figure, we can see that without interfering TRPs, all the evaluated NR-SS designs have similar residual frequency error distribution. With the presence of 2 interfering TRPs, the residual frequency error is slightly larger when the PSS sequence is Costas sequence. However, the amount of the residual error (90%) is merely 2.5kHz, or 17% of the subcarrier spacing, which could be corrected easily in frequency tracking phase.  
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Figure 8: Residual Frequency Error Distribution. Left: 0 interfering TRP; Right: 2 interfering TRPs 
Observation 10: For all the evaluated NR-SS designs, when the PCI are correctly detected, the residual timing errors are negligible small under all evaluated scenarios.
Observation 11: With no interfering TRPs, when the PCI are correctly detected, the residual frequency error for all the evaluated NR-SS designs are similar. With the presence of 2 interfering TRPs, the residual frequency error is slightly larger when the PSS sequence is Costas sequence. However, the amount of the residual error (90%) is merely 2.5kHz, or 17% of the subcarrier spacing, which could be corrected easily in frequency tracking phase.  
7. Conclusion
In this contribution, we describe the proposed NR-SS sequences design in detail. Evaluation results based on the agreed evaluation assumption [10] are also presented. Based on our study and evaluation results, we have the following observations and proposals:
Observation 1: The aperiodic auto-correlation function of Zadoff-Chu sequence has high side lobes that makes detection of multiple cells difficult, especially in asynchronous network or larger cell.
Observation 2: The detection of LDPB sequence has lowest complexity, which does not scale with the number of frequency hypotheses. The complexity for the detection of other sequences is roughly in the same order.
Observation 3: Costas sequence has the lowest PAPR of 1.43 dB. 
Observation 4: QPSK Modulated  family A sequences have the best cross correlation property among evaluated NR-SSS designs.
Observation 5: QPSK modulated  family A sequences provides the most robust performance against residual frequency error among evaluated NR-SSS designs.
Observation 6: QPSK modulated  family A sequences could be detected efficiently using Fast Hadamard Transform.
Observation 7: Time domain QPSK modulated  family A sequences exhibits low PAPR property similar to QPSK modulated DFTS-OFDM.
Observation 8: For NR-PSS sequence with poor correlation property (e.g., Zadoff-Chu sequence), in order to achieve the same detection rate, more potential candidates are always needed to be further processed by NR-SSS, significantly increase the RX complexity.
Observation 9: With the presence of 2 interfering TRPs, the NR-SS designs using Zadoff-Chu sequence as the PSS sequence suffer significant performance loss.
Observation 10: For all the evaluated NR-SS designs, when the PCI are correctly detected, the residual timing errors are negligible small under all evaluated scenarios.
Observation 11: With no interfering TRPs, when the PCI are correctly detected, the residual frequency error for all the evaluated NR-SS designs are similar. With the presence of 2 interfering TRPs, the residual frequency error is slightly larger when the PSS sequence is Costas sequence. However, the amount of the residual error (90%) is merely 2.5kHz, or 17% of the subcarrier spacing, which could be corrected easily in frequency tracking phase.
Proposal 1: NR should replace Zadoff-Chu sequence as NR-PSS due to its poor ambiguity property, which results in the worst performance among all designs.
 Proposal 2: NR should adopt QPSK modulated  family A sequences as the NR-SSS sequence, which provides the best correlation properties among all designs.
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