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1. Introduction
In multi-beam system, severe degradation of channel quality would occur frequently during transmission taking into account UE mobility and rotation, channel blockage and bursty interference. In RAN1#88 meeting, beam recovery has been discussed for NR and the following agreements on beam recovery were reached [1]:

Agreements:

· Beam failure event occurs when the quality of beam pair link(s) of an associated control channel falls low enough (e.g. comparison with a threshold, time-out of an associated timer). Mechanism to recover from beam failure is triggered when beam failure occurs

· Note: here the beam pair link is used for convenience, and may or may not be used in specification

· FFS: whether quality can additionally include quality of beam pair link(s) associated with NR-PDSCH

· FFS: when multiple Y beam pair links are configured, X (<=Y) out of Y beam pair links falls below certain threshold fulfilling beam failure condition may declare beam failure 

· FFS: search space (UE-specific vs. common) of the associated NR-PDCCH

· FFS: signaling mechanisms for NR-PDCCH in the case of UE is configured to monitor multiple beam pair links for NR-PDCCH

· Exact definition of such threshold is FFS and other conditions for triggering such mechanism are not precluded

· The following signals can be configured for detecting beam failure by UE and for identifying new potential beams by UE

· FFS the signals, e.g., RS for beam management, RS for fine timing/frequency tracking, SS blocks, DM-RS of PDCCH (including group common PDCCH and/or UE specific PDCCH), DMRS for PDSCH

· If beam failure event occurs and there are no new potential beams to the serving cell, FFS whether or not the UE provides an indication to L3. 

· Note: the criterion for declaring radio link failure is for RAN2 to decide.

· FFS: The necessity of such indication

· NR supports configuring resources for sending request for recovery purposes in symbols containing RACH and/or FFS scheduling request or in other indicated symbols

In this contribution, the beam recovery mechanisms in the case of link failure and/or blockage are further discussed.
2. Beam monitoring 

The following candidate solutions for monitoring beam quality can be used at the UE side.
(a) Monitoring synchronization signal (SS) block, including SSS/PSS 

In order to obtain sufficient robustness or cover more UEs under the same RF beam, control channel can use wide beam via being QCLed with SS block. Therefore, SS block can be used for monitoring beam quality. 
(b) Monitoring DL measurement reference signals, e.g. CSI-RS

In order to obtain high transmission performance, control channel can use narrow beam(s) through being QCLed with CSI-RS.  When CSI-RS is periodically transmitted with high time density, monitoring beam(s) based on CSI-RS would perform well, but if the periodicity of CSI-RS is large, performance degeneration is obvious. Beyond that, for aperiodic CSI-RS or periodic CSI-RS with one small MR time window, UE hardly uses this CSI-RS for beam quality measurement.
(c) Monitoring DMRS of sweeping-based channel, such as PBCH, common control channel.
In order to guarantee the coverage, NR PBCH and common control channel can be transmitted through beam sweeping and their associated DMRS can be used for beam monitoring. 

In practice,  not all the above mentioned RSs always exist for monitoring, and therefore RS for monitoring should be configured with flexibility, which means that UE might be able to monitor one or more Tx beams. The number of Tx beams monitored is FFS.  It should be noticed that those beams can be associated with different types of RS or the same type of RS from different resources. There are two options for determining which Tx beams should be monitored. 
Option-1: Implicit configuration based configuration of control channel
 If gNodeB configures some QCL relationship between DMRS ports of control channel and RS resource/port, UE would monitor those RSs which are QCLed with DMRS ports of control channel by default. If control channel have more than one beam, or one beam of control channel is QCLed with more than one RS, gNodeB would do down-selection accordingly.  
 Option-2: Explicit indication of monitored beams by gNodeB
gNodeB configures the types of RS and transmission resource associated with this RS. Those beams directly configured by gNodeB may not contain all beams for control channel or may not be the exactly same as control-channel beams.
 Since beam-related configuration for control is flexible, there are some cases that those RSs associated with control channel beam are not periodic in Option-1. Also, transmission scheme for control channel might support some complex situation, e.g., multiple control channel and multiple beams. Therefore Option-2 seems simpler than Option-1.   
Proposal-1:   
· CSI-RS, SS, and DMRS of sweeping-based channel can be used for beam monitoring
· Support flexible RS configuration for monitored beam(s) by gNodeB.
3. New candidate beams for recovery
The types of RS for candidate beams used for selection for recovery should be sufficient in order to avoid the case that no working beam can be found once beam link failure.  The above mentioned RS(s) for monitoring beam all can be used for this beam selection. To be more specific, gNodeB can configure RS resource set for beam selection.
Different levels of beam quality issue can be associated with different RS resource sets. In the severe situation, the set can contain more resources for beam selection since beam search may need to cover wide range of beams. But if the beam quality degradation is not severe, or the decline rate is fast with intermittent quality drop below threshold, the search can be done around beam resources close to the original selected beams.   The number of candidate beams for recovery can be less in this case and the overhead for indicating the candidate beams can be saved accordingly. Different RS resource subsets implicitly associated with different monitored beam(s), e.g., CSI-RS beam/SS beam, can be taken into consideration.   
Proposal-2:   
· Different levels of beam quality issues can be configured with different RS resource set
· Different type of monitored beam(s) can be associated with different RS resource set
4. Triggering condition  

Generally gNodeB can configure quality threshold and time windows for UE beam monitoring procedure.  Within this time window, if UE finds the beam quality is lower than the pre-defined quality threshold, or quality decline rate is fast, UE should trigger beam selection for recovery and reporting accordingly.  If there are several chances for monitoring beam transmission within this window, UE can try to switch its RX beam trying for better reception quality. Different beam related quality threshold and its time window can be configured separately, since different beam width for different types of RS can be different and their time density/configuration can be different. For the same-RS related beam (e.g., CSI-RS-related beam), gNodeB can configure different quality thresholds, which correspond to different level of beam quality issues.  
Besides, gNodeB also should configure quality threshold and time window for UE beam selection for recovery. Within this window, if the best beam found by UE can fulfil the corresponding quality threshold, UE can report the information indicating this beam. It should be noticed that UE can measure different Tx beam and its RX beam would be changed accordingly. If UE still cannot find the desirable Tx beam within this window, UE would need to restart the cell selection and random access procedure. 
Proposal-3:   
· Both quality threshold and time window parameter configured for beam monitoring are supported. 
· Beam specific signalling should considered for beam monitoring/ selection
· Consider to support multiple quality thresholds for monitoring one beam
5. Reporting of recovery information 
5.1   Procedure
In order to reconfigure beam information, gNodeB needs to acquire some information, such as candidate beam/beam set information, UE ID and so on, based on UE’s report.  There are three candidates for reporting beam recovery. Alt.1 ：Beam reporting and then UE ID reporting
Step 1: UE would select UL resource from configured UL resource sets according to this beam ID.

Step 2: gNodeB can blindly detect this information from those UL resource set. If succeed, gNodeB can obtain beam ID based on the frequency/time location of this resource.

Step 3: gNodeB would send DL control information, which contains parameter indicating PUSCH resource allocated to UE, in certain resource according to the pre-defined rules.

Step 4: UE reports its ID for gNodeB through this allocated PUSCH resource.
Step 5: gNodeB obtains UE ID and uses the new candidate beams establishing transmission link with this UE.
Alt.2：UE ID reporting and then beam reporting
Step 1: UE selects the best UL Tx beam according to beam correspondence and repeatedly transmit UL signals using this beam in the pre-defined UL resource.
Step 2: gNodeB blindly detect this UL signals, and the frequency/time location of this signals would be associated with UE ID information.

Step 3: 

· If beam correspondence exists, gNodeB can obtain DL best Tx beam and send DL control channel using this beam.
· If not, gNodeB should use DCI in common PDCCH for allocating UL resources for UE side beam reporting. UE can use UL resource for reporting beam ID and then gNodeB would use this UL beam ID for the subsequent control channel transmission.
Alt.3：UE ID and beam reporting together
Step 1: UE would select UL beam recovery resource from configured UL resource sets according to this beam ID as well as UE ID.

Step 2: gNodeB would blindly detect beam recovery information UE send, and determine the information of UE ID and beam ID according to time, frequency and code resources of this recovery signalling. 
Step 3: Having attained this UE ID and beam ID, gNodeB would use this newly selected beam for subsequent data transmission.
Alt. 1: Applicability to different scenarios is good and reserved overhead is small. Since RS type + beam ID and UE ID are obtained in two steps, the consumed time of beam recovery would be larger.

Alt.2: In beam correspondence, this beam recovery would be much faster, but this would be applicable to some limited scenarios.
Alt3:  Beam recovery is fast but the overhead of reserved resource should be considered. One solution for saving overhead is that this dedicated resource can be only allocated when some condition is fulfilled, e.g., beam quality or entering DRX mode, and also this dedicated resource should have its effective time region, which means that if time-out of its associated timer occurs, this dedicated resource should be out-of-date and can be allocated for other UE again.
Proposal 4: Alt1, Alt 2 and Alt3 can be considered for recovery information reporting procedure
5.2   UL resource
For Alt.1, 2 and 3, RACH-like design can be reused. On the other hand, resource configuration can be more flexible than current RACH. For instance, its time domain density can be denser than RACH, which would be beneficial for accelerating beam recovery. These allocated UL resources depends on the number of RS, and therefore the reasonable size of RS resource set can save UL resource.   
For Alt.2/3, UE can use the location of resource to implicitly indicate UE ID, which is similar to SR or ACK/NACK transmission in UL control channel. Therefore reusing SR or ACK/NACK design or joint transmission can be another solution. One example for Alt.2 is shown in Figure-1.
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Figure 1 SR-like beam recovery procedure
6. Conclusion

This contribution provides our following observations and proposals for beam recovery mechanism: 
Observation：The reasonable configuration of RS resource set can effectively save UL resources 
Proposal-1:   
· CSI-RS, SS, and DMRS of sweeping-based channel can be used for beam Monitoring
· Support flexible RS configuration for monitored beam(s) by gNodeB.

Proposal-2:   
· Different levels of beam quality issues can be configured with different RS resource subset

· Different type of monitored beam(s) can be associated with different RS resource subset
Proposal-3:   
· Both quality threshold and time window parameter configured for beam monitoring are supported. 
· Both quality threshold and time window parameter configured for beam selection are supported. 

· Beam specific signalling should considered for beam monitoring/selection
· Consider to support multiple quality thresholds for monitoring one beam
Proposal 4: Alt1, Alt 2 and Alt3 can be considered for recovery information reporting procedure

Proposal 5:  

· For Alt.1, 2 and 3, RACH-like information reporting design can be considered.
· Besides, SR or ACK/NACK reporting design can be considered for Alt.2 and 3.
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