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1. Introduction
In RAN1#88 meeting, the following agreements related to performance evaluation has been reached [2]:
· Minimum set of information block sizes granularity for evaluation at BLER 1e-2 and 1e-4:
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· Some off-grid values of K shall also be evaluated. 

· Minimum information block size for evaluation = 40
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs:

· {8192, 256}, {8192, 512}, {FFS near 8192, 320}
In this contribution, we evaluate the performance of proposed LDPC codes of both compact base matrix and large base matrix.
2. Simulation assumptions 

The main simulation assumptions for LDPC codes are given in Table 1.
Table 1 Simulation conditions of LDPC for eMBB
	Channel
	AWGN

	Modulation
	QPSK

	Code rate 
	1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	flooding BP, Max Iteration =50

	Information block sizes (K)
	Test 1: 40:8:512, 512:16:1024, 1056:32:2048, 2112:64:6144, 6272:128:8192
Test 2: 400, 1000, 2000, 4000, 6000, 8000


3. Performance evaluation of compact matrix and large matrix
· Test 1: Required SNR vs. information size
Figure 1 to 8 show the required SNR at BLER 10-2 for various information sizes according to companies’ base matrices. 
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Figure 1 Required SNR vs. information size at BLER 10-2 (R = 1/3)
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Figure 2 Required SNR vs. information size at BLER 10-2 (R = 2/5)
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Figure 3 Required SNR vs. information size at BLER 10-2 (R = 1/2)
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Figure 4 Required SNR vs. information size at BLER 10-2 (R = 2/3)
[image: image11.emf]0 1000 2000 3000 4000 5000 6000 7000 8000 9000

3.5

4

4.5

5

5.5

6

6.5

7

7.5

8

Information Size

SNR

BLER 1e-2

 

 

[1],24

[2],32

[3],32

[4],24-30

[5],16

[6],16

[7],16


Figure 5 Required SNR vs. information size at BLER 10-2 (R = 3/4)
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Figure 6 Required SNR vs. information size at BLER 10-2 (R = 5/6)
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Figure 7 Required SNR vs. information size at BLER 10-2 (R = 8/9)
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Figure 8 Comparison of 1 base graph and 2 base graphs (R = 1/3)
· Test 2: BLER vs. SNR
Then, Figure 9 to 14 show BLER performance for LDPC codes with different base matrices.
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Figure 9 BLER of LDPC codes for information size K=400
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Figure 10 BLER of LDPC codes for information size K=1000
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Figure 11 BLER of LDPC codes for information size K=2000
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Figure 12 BLER of LDPC codes for information size K=4000
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Figure 13 BLER of LDPC codes for information size K=6000
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Figure 14 BLER of LDPC codes for information size K=8000
From the above simulation results, it can be observed that:
Observation 1: LDPC codes with kb=16 show stable and smooth performance for various information block sizes.

Observation 2: LDPC codes with 2 base graphs do not provide performance gain compared to 1 base graph. 
Observation 3: Some obvious error floors of large base matrix are observed at some information sizes, e.g.400, 1000, 2000, 4000 and 8000.
Observation 4: LDPC codes with kb=16 has better BLER performance and there is large performance gap between kb=16 base matrix and some large base matrices at information size of 400, 1000 and 2000.
Proposal: LDPC code with compact base matrix with kb=16 shall be adopted.
4. Conclusion
In this contribution, we provide the performance evaluation results for LDPC codes with compact base matrix and large based matrix for eMBB. And based on these evaluation results, the relevant observations and proposals are given as below:
Observation 1: LDPC codes with kb=16 show stable and smooth performance for various information block sizes.

Observation 2: LDPC codes with 2 base graphs do not provide performance gain compared to 1 base graph. 
Observation 3: Some obvious error floors of large base matrix are observed at some information sizes, e.g.400, 1000, 2000, 4000 and 8000.

Observation 4: LDPC codes with kb=16 has better BLER performance and there is large performance gap between kb=16 base matrix and some large base matrices at information size of 400, 1000 and 2000.
Proposal: LDPC code with compact base matrix with kb=16 shall be adopted.
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