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Introduction
In RAN1#88, the following agreement was reached:
Conclusion for some code design targets:
· At least support 20Gbps decoder information throughput with code rate 8/9
· Also aim for good throughput performance at lower code rate(s)
· FFS the details of how to assess throughput performance at lower code rates, including whether the assessment is relative or absolute, and other constraints (e.g. complexity)
Agreement: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs:
· {8192, 256}, {8192, 512}, {FFS near 8192, 320}


In this contribution, we discuss the design parameters and implementation aspects of LDPC codes further, focusing on the differences between the {Kmax, Zmax} pairs of {8192, 256} and {8192, 512}.

[bookmark: _Ref474192288][bookmark: _Ref178064866]Throughput considerations
The LDPC decoder for NR should be able to support high throughput. According to the NR design requirement, a throughput of 20 Gbps shall be possible in DL and 10 Gbps in UL. In this section we discuss the parameters that have an impact on the throughput.
The throughput depends on the processing clock frequency of the decoder, the number of iterations used by the decoder, the number of information bits in each codeword, the size Z of each ZxZ sub-block, the latency for one iteration and how many codewords that are decoded in parallel. 
The average number of decoding iterations that are needed depends mainly on the BLER target used to select the modulation scheme and the code rate. If the BLER target is high and the decoder is operating at a high probability of block error, the average number of decoding iterations is close to the maximum number of allowed decoding iterations. If link adaptation procedure selects the MCS according to a low BLER target, the decoder will often find a codeword after only a few iterations, and the average number of decoding iterations is much lower. The selection of BLER target impacts the throughput and must be optimized for highest throughput.
The size of the sub-block Z is the most important parameter in determining how many rows of the parity-check matrix that are calculated in parallel. All the rows within a layer can be calculated in parallel and thereby increase the throughput. A larger Z requires more hardware resources for calculating one row of the base graph or longer calculation time. Too large Z limits the code design and prevents good code design for the code rate range.
Sub-block size Z impacts the throughput. A higher value increases the throughput to the cost of hardware resources.
The number of iterations needed to achieve a certain BLER is impacted by the channel conditions, the selected code rate, the performance of the LDPC code as well as the decoder implementation. A better-performing LDPC code will require fewer iterations, hence increases the throughput. A denser LDPC code will require longer latency than a sparser LDPC code, using the same hardware resources, for one iteration and thereby lower the throughput. Assuming that an early stopping rule is implemented, the LDPC decoders stop iterating as soon as the decoder converges to a codeword that satisfies the stopping criteria. While many stopping criteria exist for LDPC codes, a typical one is that the parity checks as defined by the H matrix are satisfied. Due to the stopping criteria, the actual number of iterations needed for the decoding can vary from codeword to codeword. The average number of iterations to achieve a certain BLER should be used for the throughput calculations.
The average number of iterations shall be used for throughput calculations.
[bookmark: _Ref474192823]Latency considerations
While the throughput can be increased by calculating several codewords in parallel, the latency for a given codeword does not change with pipelining multiple codewords. Instead the latency is determined by the calculation-time for a single codeword.
The latency also depends on the amount of hardware resources used. Using a row-parallel decoder and decoding one layer in parallel gives the lowest latency but this requires high amount of hardware resources since all the active sub-matrices in the layers must be read, calculated, and written back in parallel. 
In most LDPC codes the density within the layers varies from a few active ZxZ sub-blocks to tens of active sub-blocks. If the hardware resources are dimensioned for the layer with the highest number of active rows, then the layers with fewer active rows utilize the hardware poorly. For better utilization of the hardware resources it is better to lower the number of active sub-blocks that can be calculated in parallel and using a block-parallel decoder. 
In order to further improve latency and throughput, pipelining of edges in the decoding a given codeword is important. To compare designs with Zmax = 256 and 512 we consider a block parallel decoder that can process 512 edges at the same time. The decoders use two and one core(s) respectively to achieve a parallelism factor of 512. The two-core decoder can process more edges in parallel, and each edge requires less time to process. However, the two-core decoder will encounter more pipeline stalls than the one-core decoder due to uneven distribution of variable nodes to the different cores for different rows. Thus both a decoder implementation with Zmax=512 and a decoder with Zmax =256 have their merits and drawbacks when it comes to latency, and implementation in general. 
The hardware resources should be optimized considering both utilization of hardware resources and latency/throughput. 
Decodes for codes with Zmax=256 and Zmax =512 can achieve comparable decoding latency per iteration.
Memory considerations
In order for two decoders to achieve the same amount of parallelism, the total memory bandwidth of the two decoders need to be the same. Same memory bandwidth allows fair comparison between two decoder implementations, i.e., the two decoder implementations access the same amount of data from the memory system per clock cycle.
In the following, we compare (A) a decoder implementation for Zmax=512, and (B) a decoder implementation for Zmax=256, while assuming the same memory bandwidth between the two. 
A. Consider a block parallel decoder for a code with Zmax = 512 and  edges in the base matrix. Assume a memory width of 128 bits and that each LLR value is quantized to 8 bits. A block parallel decoder with  cores needs a total memory bandwidth of  bits, and a total memory size of  bits. The number of memory instances with width 128 bits is . 
B. Now consider a comparable code design with Zmax = 256 and  edges in the base matrix. To achieve the same amount of parallelism as for the design with the larger Zmax= 512,  cores are needed. However, since Zmax is halved and number of edges is doubled, the total memory bandwidth, the total memory size, as well as number of memory instances are the same as for the design with the larger Zmax. 
Note that while for simplicity, it was assumed the number of edges is simply doubled when using Zmax = 256, the actual number of edges will deviate somewhat from this estimate, and that can cause deviation in exact memory comparison. However, we do not expect significant differences between memory usage of (A) and (B).
Decodes for codes with Zmax=256 and Zmax =512 can be realized with memories of the same size and width.
Performance considerations
As discussed above, no merit nor drawback is so significant that choice between Zmax = 256 and Zmax =512 should be based on the implementation aspects. The main consideration when choosing between designs is the BLER performance. 
Prioritize BLER performance in selecting the largest shift size Zmax of H matrix.

As agreed in RAN1, BLER performance at BLER=10-2 and BLER=10-4 should be checked, with BLER=10-2 performance being an indicator of waterfall performance, and BLER=10-4 performance being an indicator of error floor performance. Assuming two designs show only small differences in implementation complexity with comparable latency, throughput, and area efficiency, the design with the best BLER performance should be chosen.
When comparing designs for Zmax = 256 and 512, we have observed that the slope of the BLER curve for designs with Zmax = 512 have a tendency to flatten out earlier than for designs with Zmax = 256. As an example we compare the codes in [1] and [2] for k = 2582 and rate 8/9. We have seen similar differences at other rates, e.g., rate 5/6. 

[bookmark: _GoBack]Designs with Zmax = 512 are prone to flatter BLER curves than designs with Zmax = 256 at some block lengths and code rates.

 [image: ]
Conclusions
In this contribution we made the following observations:
1. Sub-block size Z impacts the throughput. A higher value increases the throughput to the cost of hardware resources.
The average number of iterations shall be used for throughput calculations.
The hardware resources should be optimized considering both utilization of hardware resources and latency/throughput. 
Decodes for codes with Zmax=256 and Zmax =512 can achieve comparable decoding latency per iteration.
Decodes for codes with Zmax=256 and Zmax =512 can be realized with memories of the same size and width.
Designs with Zmax = 512 are prone to flatter BLER curves than designs with Zmax = 256 at some block lengths and code rates.
Based on the discussion in this contribution we propose the following:
1. Prioritize BLER performance in selecting the largest shift size Zmax of H matrix.
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