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Introduction
In RAN1#88, the following agreement was reached [1]:
Agreement: 
· Number of base graphs for eMBB is FFS between 1 and 2
· Evaluate the potential gains from 2 base-graphs compared to a single base-graph until RAN1#88bis

In this contribution, we analyse the benefits of having two base graphs from the perspective of the gNB. 
From a UE’s perspective, it will always be decoding of the peak throughput case that is the most demanding and the case for which hardware must be provisioned. However, the gNB must have hardware provisioned for simultaneous decoding of codewords from many UEs.
[bookmark: _Ref478041804]Benefits of using two base graphs
Assuming that hardware needed for processing each edge of the protograph is provisioned for a lift size of , the utilization of the hardware will decrease with decreasing block length and lift size  and we get the utilization ratio . For a UE that has the same latency requirement for short as well as long code blocks, running the decoder with a low utilization ratio for a short codeword has no or little impact. For a gNB, however, decoder hardware must be provisioned so that codewords from all active UEs can be decoded while fulfilling the latency requirement for decoding of one codeword. In the following discussion we focus on the requirement of decoding data from N UEs in a slot.
By allowing a second base graph with a lower number of information columns in the base graph, the utilization ratio for short codewords can be significantly improved. Furthermore, the second base graph has fewer edges and thereby require fewer clock cycles per decoder iteration, if we assume a block parallel decoder where the decoding latency can be approximated as proportional to the number of edges. If the decoding latency is reduced, this in turn implies that fewer instances of decoder hardware may be provisioned in the gNB.
To compare the number of clock cycles needed for decoding one iteration of base graph 1 for a specific rate with the number of clock cycles needed for decoding one iteration of base graph 2 for the same rate, we define the edge ratio as

The edge ratio gives an estimate of the latency reduction that can be achieved for short block lengths, for information block lengths K where base graph 2 may be used instead of base graph 1.
As an example, we consider the edge ratio for the two base graphs presented in [3]. The parameters of the base graphs are shown in Table 1. Base graph 2 has a maximum of  information variable nodes in the base graph, and the  we can reach with  is  =2560. Any  can thus be encoded using base graph 2, resulting in fewer edges in the base graph and higher utilization ratio than if base graph 1 had been used.



[bookmark: _Ref473983257]Table 1	LDPC code parameters for codes presented in [3]
	
	Kb,max
	Kmax
	Rmax
	Rmin
	Maximum size of base matrix
	# edges in rate  2/3 matrix
	# edges in rate 1/4 matrix

	Base graph 1
	32
	8192
	8/9
	1/4*
	98 x 130
	221
	671

	Base graph 2
	10
	2560
	2/3
	1/5
	42 x 52
	50
	161


* Note that for Base graph 1, for Kmax=8192 and K values close to it, the code extension stops at Rmin=1/3. For smaller K values, the code extension continues to Rmin=1/4.

Figure 1 shows the edge ratio for the two base graphs presented in [3]. Since it is the edges in the base graph that are counted, the steps in the graph corresponds to when one more row, and thereby more edges, of the base graph must be considered to achieve a specific code rate. For this example, Figure 1 shows that the number of edges in base graph 2 is always less than 1/4 (edge ratio < 1/4) of the number of edges in base graph 1 for the same code rate. Thus, for any information block length , only around 1/4 of the clock cycles are needed for one decoder iteration if base graph 2 is used instead of base graph 1.
[image: ]
[bookmark: _Ref478038923]Figure 1	Edge ratio for the two base graphs presented in [3]. The number of edges in base graph 2 is always less than 1/4 of the number of edges in base graph 1.
Observation 1 Using a properly designed second base graph, the decoding latency for short information block lengths may be reduced by a factor of 4 or more.

Impact of packet size statistics in uplink
For the gNB, that must be capable of simultaneous decoding of codewords from many UEs, the typical packet size may have a large impact. We therefore consider the uplink packet size statistics presented in [2]. As shown in Figure 2 and Figure 3, transmission of short packets dominates the uplink. From Figure 3, we note that 80% of the uplink packets have a packet size of 536 bits or smaller.

[image: ]
[bookmark: _Ref465874464]Figure 2 	Histogram over packet sizes in uplink, from [2].
[image: ]

[bookmark: _Ref465874466]Figure 3	CDF over packet sizes in uplink, from [2].
If we combine the packet size statistics for the uplink with the results from Section 2, we can make a coarse estimate of the relation between the number of decoder instances that is needed for the case with only one base graph compared to when two base graphs are used. This is an estimate, since no overhead is added for handling two base graphs instead of one. However, the same routing network can be used for both base graphs if they both use the same Z values. The extra overhead because of two base graphs should therefore be rather small.
As an example, the packet size statistics show that 80% of the uplink packets are 536 bits long or less. Assuming that 80% of the packets use base graph 2 and only 20% of the packets must use base graph 1, we can estimate the number of decoder instances needed if both base graph 1 (BG1) and base graph 2 (BG2) are used by

where   corresponds to the number of decoder instances needed if two base graphs are used and  and  correspond to the number of decoder instances needed if only base graph 1 respectively base graph 2 are used. The factor 1/4 is taken from Section 2, where it was shown that, for the codes considered, there are always 4 times less edges in the second base graph than in the first. One instance of decoder hardware can thereby process 4 short codewords using base graph 2 in the same number of clock cycles that is needed for decoding of 1 long codeword using base graph 1.
Since packets larger than 1024 bytes must be segmented into several code blocks, the fraction of these packets should be weighted with the number of large code blocks they correspond to. If we assume that all packets corresponding to information block length  use base graph 2, and take code block segmentation into account, we get that 


For this specific case, this means that the gNB only needs to provision hardware for approximately 1/3 of the number of decoder instances when two base graphs are allowed.

Observation 2 The benefits of two base graphs are significant in the uplink, where short information block lengths dominate in terms of packet count.
Based on this discussion, we propose that two base graphs should be designed for NR data channel. This will significantly reduce the amount of decoder hardware that must be provisioned in a gNB.

1. Two base graphs should be used for the NR data channel.

Conclusions
In this contribution we made the following observations:
Observation 1 Using a properly designed second base graph, the decoding latency for short information block lengths may be reduced by a factor of 4 or more.
Observation 2 [bookmark: _GoBack]The benefits of two base graphs are significant in the uplink, where short information block lengths dominate in terms of packet count.

Based on the discussion in this contribution we propose the following:
1. Two base graphs should be used for the NR data channel.
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