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Introduction
In [1], we investigated the inherent error detection capability of NR LDPC codes and showed by simulations how the probability of undetected error was reduced when CRC of various lengths were applied to the information block prior to LDPC encoding. However, evaluation of CRC detection performance through simulations become impractical, if not impossible, for long CRC lengths.
In this contribution, we combine simulations of NR LDPC codes with an analytical method for evaluation of the CRC detection performance presented in [2]. The analytical model is verified through simulations for short CRC lengths and is shown to perform well at low SNR, while the probability of undetected errors is significantly overestimated at high SNR.
[bookmark: _Ref477680370]Model for combined LDPC and CRC error detection performance
The probability of undetected error for LDPC codes combined with CRC codes depends both on the inherent error detection capability of the LDPC code and the CRC block length and generator polynomial. The probability that the CRC fails to detect a block error can be computed exactly with an algorithm presented in [2], under the assumption that the bit errors are independent. However, the authors of [3]  show that the major part of the errors that are undetected by the LDPC code comes from the smallest weight codewords. Furthermore, it is shown that for a few example CRC generator polynomials, codewords of some low weights are certainly identified by the CRC and thus they do not contribute to the overall probability of undetected error. The assumption of independent bit errors at the output of the LDPC decoder may therefore not be good enough for estimation of the combined error detection capability of LDPC and CRC codes.

In this section, we assume for simplicity that the bit errors at the output from the LDPC decoder are independent. In the next section, we compare this estimate to the more accurate estimate proposed in [3] which on the other hand requires many times more simulation efforts.

Using the analytical model of  [2], the estimated probability of undetected error when applying a combination of LDPC and CRC coding is a function of:
: 	the probability that a block error is not detected by the LDPC code
:		the bit error probability conditioned on a block-error undetected by the LDPC code
:		the CRC generator polynomial
:		the CRC block length

We estimate  and  through simulations with the LDPC codes described in [4]. The CRC check is only performed for codewords where the LDPC decoding is successful (though the decoder output could be incorrect), that is, when the decoder finds a codeword that fulfills all LDPC parity checks. The CRC error detection capability, , for block errors not detected by the LDPC code, is a function of ,  and .
As in [3], the combined error detection capability of the LDPC code and the CRC code is calculated as

since  is a conditional probability.
Evaluation of probability of undetected error
We previously analyzed the inherent error detection capability of LDPC codes in [2], where we showed the probability of undetected errors for short CRC length. Here we use these simulation results to verify the proposed model for evaluation of error detection capability. In principle, the simulation results presented in [2] can be seen as the estimate achieved by using the model presented in [3], since the model in [3] is based on extensive Monte Carlo simulations.
Figure 1 shows , the probability that a block error is not detected by the LDPC code, for an information block length K of 400 bits including CRC and a code rate R of 8/9. The bit error probability , which is conditioned on a block error not detected by the LDPC parity checks, is shown as a function of  in Figure 2.
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[bookmark: _Ref477609284]Figure 1	Probability of undetected error at the output of the LDPC decoder (.
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[bookmark: _Ref477678915]Figure 2	BER at the output of the LDPC decoder, only for block errors undetected by the LDPC code.
Under the assumption that the total LDPC information block length including CRC bits is 400 bits, the probability of errors not detected by the CRC () is calculated as in [2] for the CRC generator polynomials of degree 4 and degree 8 shown in Table 1. 
Figure 3 shows the combined probability of undetected error of the LDPC and CRC code, both for simulations similar to the model described in [3] (solid lines) and using the model proposed in Section 2 (dashed lines). The comparison between simulation and model shows that the model is valid only for low , while the model overestimates the probability of undetected errors significantly at higher . We believe that the reason for this is that the bit errors at the output of the LDPC decoder cannot be modelled as independent, at least not for high  where the error-vector weight is typically very low.
To get a more accurate model,  can be calculated for each error-vector weight separately as described in [3]. This requires however a complete list of the LDPC codewords of low weights, which becomes difficult or even impossible to find for block lengths of medium size. Each codeword of low weight is then divided by the generator polynomial to check if it corresponds to an undetectable error pattern. The probability that a codeword corresponds to an undetected error pattern is in this way assessed for all low codeword (or error pattern) weights.
For small or medium sized LDPC codes, where it is not realistic to list all codewords, the authors of [3] suggest the use of Monte Carlo simulations to collect a list of the codewords that correspond to the undetected errors. These codewords can then be used to estimate the probability that error-patterns of low weight will not be detected by the CRC code. The drawback with this method is that the number of codewords/error-patterns that are collected through Monte Carlo simulations must be large if the CRC is long and has good error detection capability, to achieve satisfying statistical accuracy. Since this model requires an amount of Monte Carlo simulations that corresponds to the probability of undetected error of the combined LDPC and CRC codes, the model is not very useful for CRC codes of high degree.
Based on the discussion above, we make the observation that the simple model that assumes independent bit errors at the output of the LDPC decoder may be useful for estimation of the probability of undetected error even though it overestimates the probability of undetected error at high .
1. The probability of undetected error for the combination of LDPC and CRC codes may be estimated using an assumption of independent bit errors at the output of the LDPC decoder, while noting that this assumption leads to an overestimated probability of undetected error for high .

[bookmark: _Ref471475028]Table 1	CRC generator polynomials
	CRC length
	Generator polynomial
	Comment

	4
	X4 + X + 1
	Has highest order among all degree-4 CRC polynomials

	8
	X8 + X7 + X4 + X3 + X + 1
	From 36.212 V8.8.0 p.8 Sec 5.1.1
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[bookmark: _Ref477680191]Figure 3	Verification of model for probability of undetected error. Solid lines show simulated probability of undetected error and dashed lines show probability of undetected error as estimated by the model.
Conclusions
In this contribution we have considered two different models for evaluation of the probability of undetected errors of combined LDPC and CRC codes. We made the following observation:
1. The probability of undetected error for the combination of LDPC and CRC codes may be estimated using an assumption of independent bit errors at the output of the LDPC decoder, while noting that this assumption leads to an overestimated probability of undetected error for high .
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