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Introduction
The purpose of this email discussion is to list up the other evaluation criteria. This document provides a list of questions to consider evaluation criteria and LDPC parameters for eMBB data channels. Companies are encouraged to provide inputs by 10th February.
For reference, the following conclusions were agreed during the RAN1 NR Ad-Hoc [1]. 
Conclusion:
· Evaluations at BLER of a single code block = 1e-2 (for performance comparison between codes) and 1e-4 (for the purpose of comparing the error floor performance of the codes)
· (Note that this does not preclude other comparison criteria)

Conclusion:
· At least the following criteria are considered for LDPC design comparison in addition to BLER performance
· Implementation complexity 
· Latency 
· discuss details in the email discussion. 
· Companies are encouraged to provide at least the following for the base matrix for the considered code rates: 
· Zmax 
· Total number of edges
· Maximum row weight 
· Maximum column weight 
· FFS if/how to define and compare numbers of (quasi) layers

According to conclusions, companies are encouraged to discuss on other criteria, e.g.:
· Details on latency and throughput 
· Others

Details on Latency and Throughput 
The decoding latency and throughput is related to total number of computations and parallelism for given code rates and information lengths. The parallelism P = Z∙C can be divided into inherent parallelism Z (the size of circulant permutation matrix) and implementation related parallelism C which may be smaller or bigger than 1.

Regarding the total number of computations 
· Which parameters for LDPC codes should be considered?
	Company
	Comment

	Samsung 
	The number of edges should be provided for the considered code rates and information sizes.

	Nokia
	For a given code rate, 
· Total number of edges
· Maximum row weight 
· Maximum column weight 
· Average column weight 
· Average row weight 

	ZTE
	First of all, we think the question should include “implementation complexity” in addition to “the total number of computations” since implementation complexity is more important than computation complexity itself.
Secondly, comparison of implementation complexity should be conditioned on two scenarios as follows:
· The area efficiency comparison at the same parallelism P.
· The area efficiency comparison at the same peak rate of 20 Gbps.

Thirdly,  for a base graph, parameters should include:
· Zmax and Maximum Parallelism for 20 Gbps target
· Total number of edges
· Maximum row weight
· Maximum column weight
· Average column weight
· Average row weight

Companies should align on the method to calculate the decoder complexity. For example, 
· For block parallel decoder: 
Details of the complexity evaluation for each component of memory, shift networks and CNUs should be provided.  
· For row parallel decoder:
Details of the complexity evaluation for the route network which is the interconnections between memory slices and CNU inputs should be provided as well in addition to memory, shift networks and CNUs.


	MediaTek
	For a base-matrix/proto-matrix, the total number of edges is different from the total number of edges of a parity check matrix after lifting. Therefore, to characterize the total number of computations for a given setting of code rate and information block size, one needs to specify
· : Applied inherent parallelism computed from base-matrix information block dimension  and the information block size 
· : Total number of edge (before lifting)
before calculating 


	Qualcomm
	We agree with Samsung. We also note that when complete design details are disclosed, these metrics can be readily computed.

	Intel
	We agree with Samsung and Nokia that the basic matrix parameters (number of edges, Zmax, row weight, column weight) should be provided, which also seems inline with the conclusion from RAN1 adhoc meeting. 

	LG
	The number of edges should be provided for the code rates and information sizes in full H-matrix.

	Huawei
	We agree with Samsung and MTK on the computational complexity. The number of edges in the proto-matrix Nedge * Z should be provided.
For the implementation complexity, we agree with ZTE. To clarify: Zmax and Maximum Parallelism for 20 Gbps target should be provided. If block-parallel is applied, number of cores for 20 Gbps should also be provided, which decides the number of CNUs, shift networks in the decoder. 

	Ericsson
	The number of edges in the protomatrix as well as the Z used should be provided for the considered code rates and information block sizes.



Regarding the inherent parallelism Z
· Which parameters for LDPC codes should be considered?
	Company
	Comment

	Samsung 
	The size of circulant permutation matrix (Z) should be provided for the considered code rates and information sizes. 

	Nokia
	Agree with Samsung. 

	ZTE
	For the inherent parallelism Z, we think the impacts of Z on the supported parallelism of the decoder and corresponding decoder implementation should be provided as they are more important than the size of Z itself.

	MediaTek
	Agree with Samsung. 

	Qualcomm
	Agree with Samsung, though this seems to already be part of the definition of inherent parallelism above. 

	Intel
	Agree with Samsung.

	LG
	Instead of ‘size of circulant permutation matrix (Z)’, Zmax and lifting granularity should be provided. Which is related to shifting network type.

	Huawei
	Agree with Samsung.

	Ericsson
	We agree with LG and ZTE in that we see the need to consider the full set of Z values to understand the supported parallelism and its impact to implementation. 



Regarding the implementation related parallelism C
· Which parameters for LDPC codes should be considered?
	Company
	Comment

	Samsung 
	To support block parallel decoder architecture, there is no design parameter to be provided for small C values (e.g., smaller than or equal to 4). For the other value of C, methods to resolve memory conflict should be presented if necessary. The method could include design constraints. 
To support row parallel decoder architecture, the number of layers should be provided for the considered code rates. A layer can be defined as a group of non-overlapped rows. If one layer is processed in one step, C is the number of circulant permutation matrices per layer. If one layer is processed in S (≥2) steps, C is the number of circulant permutation matrices per layer divided by S.

	Nokia
	Companies should be aligned on decoding throughput calculation. For example, 
For block-parallel decoding, 

 - decoding iteration
 - clock frequency
c – number of cores
- information block size
– Parallelism size
 – Average column degree 
 CNU pipeline length (should align on universal value)
  number of conflict layers in the base graph
For row-parallel decoding, 

L is the number of layers

Next, these parameters should be provided for all code rates considering max block size. 
Base graphs should be evaluated based on both decoding architectures. 

	ZTE
	Firstly, if multi-block processing for block parallel decoder is assumed, companies should provide the detailed methods to resolve memory conflict, as mentioned by Samsung. Specifically, if one complete memory is used for LLR, how to read and write C words at the same time should be disclosed (namely memory conflict problem); if C memory banks are used for LLR, which part of LLR should be allocated to each memory bank should be disclosed. Herein, C ≥2.
Also the penalty of throughput for processing multiple blocks in parallel should be disclosed. 

Secondly, we agree with Nokia that companies should align the decoding throughput calculation. For example, 
For block-parallel decoding, 



  denotes the number of iteration

 denotes the parallelism level;

 denotes the length of code block;

 denotes the codeword length;

 denotes the operating frequency in GHz;

denotes the average variable node degree.

For row-parallel decoding, 

 

 denotes the decoding layer; 

 denotes the expending factor;

 denotes the processing clocks for CNU updating plus  memory reading and writing at each decoding step;

denotes the scaling factor for critical path, which can be normalized by the summarized stages of route networks, shift networks and CNUs. 


	MediaTek
	Block Parallel Decoder
The total edge number of a base matrix without zero-padding should be used in following calculation so as to capture the worst-case latency.
For block-parallel decoder with single-core processing, the throughput definition can be given by 

where  is the clock frequency,  is the iteration number,  is the pipeline delay in each row processing with typical value of 5 cycles, and  is the number of rows which are not quasi-row orthogonal with their next rows, where the definition of quasi-row orthogonal can be referred in R1-1702734. Note that, for those adjacent quasi-row orthogonal rows, the overlapped edge(s) within the punctured columns can be parallel processed in “flooding decoding” manner with virtually no performance degradation, the pipeline delay can be eliminated accordingly. 

Regarding -core block- parallel processing, the memory access conflict should be considered. Unless the explicit memory arrangement or the specific processing sequence are clarified, we shall assume the following baseline design where LLR values are evenly distributed into  memories so that the edges whose column indices modulo  lying in  can be accessed and processed in parallel. Let  be the number of edges of the i-th row which are stored in the j-th memory, then the processing for the i-th row will consume  cycles, assuming that each memory can only be accessed by one core in one cycle. Also, there is practically  cycles at the end of each row processing for combining/comparing the outcomes from the  cores. The aforementioned latency should both be included, thus producing

Row-Parallel Decoder
In case of row parallel decoder, the throughput can be characterized by

where  is number of quasi-orthogonal layers as defined in R1-1702734. 
The above formulas are a great start in attempting to capture the hard problem of defining the impact of memory conflicts in a multi-block processing solution to force a certain level of parallelism onto a decoder architecture. However, the above formulas only tell half the story. One does not get perfect Throughput scaling as is demonstrated above and by other companies’ formulas, but also the Area while scaling the parallelism cannot be assumed to be the same. The metric that should be considered is area efficiency [Gb/s/mm2] calculated as:

With any level of forced parallelism there must also be an incurred Area overhead for creating this parallelism. This should be captured in the above metric in the same way that the conflict overhead is being captured in the Throughput calculations proposed.


Conservative estimates using our design to take our single-block parallel architecture to a dual-block parallel architecture will require an additional final Q compare block of logic as well as a set of multiplexers at the LLR input and LLR output for each core to route the LLRs from the memories to the appropriate cores. No buffering or re-ordering queues are assumed to reduce even/odd memory mismatch. The additional Area overhead we estimate to be approx ~10% of the total decoder Area. Quad-core will incur substantially more than this as this Area overhead scales with C. 
Disagree that for C ≤ 4 the overheads needn’t be considered in Throughput (or Area) calculations.

	Qualcomm
	We generally understand the desire for throughput calculations (as we have provided similar formulas to those from ZTE, for instance, in our past contributions). When comparing Polar, LDPC, and Turbo codes, such metrics provided significant differentiation between the schemes as they were also fundamentally different. However, in this case it seems less clear how much differentiation might be possible given that LDPC is parallelizable, so implementations can always tradeoff Z and C to meet whatever requirements are needed. (E.g., for devices intended to re-farm LTE spectrum, a lower C might be desirable; while for very wide bandwidths such as those at mmW, a higher C might be chosen.) Moreover, there is some concern that design with too much emphasis on decoding throughput calculations based on certain architectures and tradeoffs may not necessarily lead to the best code or even reflect the best decoder choice. 

	Intel
	We think the different proposed parity-check matrices with suitable normalization can be compared using basic indictors of throughput (e.g. number of edges in the graph for block-parallel decoder, or number of rows for row-parallel decoder, and other properties of parity-check matrix) rather than the cumbersome method of trying to exactly model the details of hardware implementation for each parity-check matrix such as pipeline delay, number of conflicts and how to handle the conflicts and associated complexity, etc. We agree with Qualcomm that the level of parallelism used in implementations would likely be a tradeoff between Z and C (among other things). 

	LG
	For multiple block-parallel decoder, the parallelism, P(=Z∙C) should be provided.
For row-parallel decoder, the number of layers should be provided for the code rates. And it should be provided how many edges are involved in a layer.

	Huawei
	Similar to Nokia, we propose to use the calculation of the throughput as equation (2) in R1-1700093. For block-parallel, if the number of cores (C) is larger than 1, the method to resolve memory conflicts and clocks needed for waiting should be presented. Lower estimate for the number of irresolvable conflicts for layered decoder (as formula (5) in R1-1701707) is recommended to be used.

	Ericsson
	We think that the number of edges in the protomatrix combined with the Z values give enough information to estimate the difference in decoding throughput, or the difference in the parallelism needed to achieve the desired throughput, between different code designs.




Any other comments or considerations?

	Company
	Comment

	Mediatek
	Consider using area efficiency combined with a Throuhgput check to achieve 20Gbps and a performance check as a final measure of QC-LDPC code merit.

	Qualcomm
	It is important to also consider the concise-ness of certain designs and how they may limit the amount of variation to be supported in HW (e.g., lifting granularity). 
It is also important to consider how effectively a code description fully utilizes the HW when operating across other rates and blocklengths, given the HW nominally is provisioned for peak rate. Improved utilization can reduce latency and increase throughput at these other operating points, or even be used to trade off these benefits for energy efficiency.

	LG
	We have followings questions and comments:
1. What’s the difference between multiple block-parallel and multiple step (e.g. S>1) row-parallel decoder? It looks same.
2. Regarding the inherent parallelism Z, why this information is necessary? Instead of it, lifting granularity should be provided.

	Ericsson
	In general, we think that RAN1 should not lose sight of the overall area efficiency and power efficiency of the LDPC decoder considering the full LDPC design. For example, the total number of H matrices after lifting should not be excessive.



Summary for other evaluation criteria
4.1 Regarding the decoding latency and throughput criteria
4.1.1. Proposed parameters for LDPC codes should be considered
	
	Yes
	No

	Number of edges for parity-check matrix
	Samsung, Nokia, ZTE, Qualcomm, Intel, LG
	

	Max. row and column weight
	Nokia, ZTE, Intel
	

	Avg. row and column weight
	Nokia, ZTE, Intel
	

	Max. shift size (Zmax)
	ZTE, LG, Huawei, Ericsson
	

	Maximum Parallelism
	ZTE, Huawei
	

	Shift size (Z)
	Samsung, Nokia, ZTE, MediaTek, Qualcomm, Intel, Huawei, Ericsson
	

	Number of edges for base graph
	MediaTek, Huawei, Ericsson
	

	Lifting granularity
	LG, Ericsson
	

	Number of layers
	Samsung, Nokia, ZTE, LG
	

	Number of conflict layers
	Nokia
	

	Number of conflict quasi-layers ()
	MediaTek
	

	Number of quasi-orthogonal layers ()
	MediaTek
	

	Number of edges involved in a layer
	LG
	

	Number of cores
	Nokia, ZTE, MediaTek, Huawei
	

	Pipeline delay
	Nokia, MediaTek
	

	Operating clock frequency 
	Nokia, ZTE, MediaTek
	

	Decoding iteration
	Nokia, ZTE, MediaTek
	

	Number of memory access conflict
	MediaTek
	

	Scaling factor for critical path
	ZTE
	


 
Companies are encouraged to provide the parameters decided to be considered for latency and throughput, among the above list. If the following parameters are selected, clear definition should be defined. 
1) Parameters which can be directly calculated by the parity-check matrix
- Number of layer: The number of non-overlapped row groups
- Number of quasi-layer  
2) Parameters which are related to the target throughput or implementation
- Number of conflict layers
- Number of conflict quasi-orthogonal layers
- Number of cores for: 
- Number of cycle of pipeline delay
- Number of memory access conflict
- Scaling factor for critical path

4.1.4. Aligned decoding throughput calculation formula is necessary for comparison purpose?
- Yes: Nokia, ZTE, MediaTek
- No: Qualcomm, Intel

4.1.5. If answered to 4.1.4 as Yes, what is your suggested throughput calculation formula?
	
	Block parallel decoder architecture
	Row parallel decoder architecture

	Nokia
	
	

	ZTE
	

	


	MediaTek
	

	



4.2 [bookmark: _GoBack]Regarding the area efficiency criteria
4.2.1. Area efficiency should be considered?
   - Yes: ZTE, MediaTek, Ericsson
   - No: 

4.2.2. Energy efficiency should be considered?
   - Yes: Ericsson
   - No: 
If it is necessary, further discussion is needed to define the area and energy efficiency criteria.
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