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1. Introduction
In RAN1 #87, the working assumption for advanced CSI has been proposed, where two orthogonal beams with different amplitudes are selected in W1 and the QPSK quantization is used for W2 phase weighting. By using this framework, it is expected that the advanced CSI could improve the CSI feedback quality, especially that for the MU MIMO operation, as compare with the existing R13 codebook. 
One of the major issues for advanced CSI is the feedback overhead. The enlarged codebook size shall bring significant overhead increasing, especially for the rank-2 W2 codebook. In this contribution, we will provide our views and proposals on the rank2 W2 codebook in advanced CSI.

2 Rank-2 W2 codebook in advanced CSI
The new codebook framework in advanced CSI is based on the orthogonal beam basis with linear combination. In particular, the two-stage codebook structure can be expressed as
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where  is the rank number, 
	
	
	(2)


comprises  orthogonal beam bases each and their corresponding power weightings, and
	
	
	(3)


denotes phase weighting vector for the  stream on the  polarization. The beam bases in advanced CSI are derived from an oversampled 2D DFT beam grid, where the indices  for the first and second dimension satisfies
	
	
	(4)


The orthogonality between beam bases introduces the limitation on the choice of remaining bases given the selected strongest beam basis, e.g., for the second beam index, we have  and  with  and . The focus of codebook design in advanced CSI is on the rank-1 and rank-2 case. Both rank-1 and rank-2 codebook share the same W1 part. In the following, we assume  as proposed in the working assumption. The W2 part for rank-1 case is a  vector whose each element is quantized separately (except that  is always normalized to 1). 
In the rank-2 case, the current working assumption suggests that the elements in the following    matrix are separately encoded (SE) 
	
	
	(5)


[bookmark: _GoBack]Assuming using QPSK quantization, SE scheme requires in total  for W2 feedback. Compared with rank-1 codebook, the required feedback overhead is doubled and brings a large burden for both PUCCH P-CSI and PUSCH based A-CSI feedback. Considering the potential of supporting higher order quantization such as 8/16PSK and higher rank transmission in future, SE is obviously not a scalable solution. Moreover, let us consider the following codeword examples in SE codebook

These two examples are not reasonable rank-2 codeword, which have high correlation between the columns and shall bring very strong inter-layer interference. Therefore, an effective rank adaptation module at UE would hardly choose them. There are many other similar examples. This means there is severe redundancy in the conventional SE codebook. Figure 1 provides the CDF of the selection probability of the W2 rank-2 codewords in 12bit QPSK SE codebook, which is sorted according to the probability that it is selected as the W2 precoder. As we can see, the most of the codewords are seldomly used in practice and this clearly shows the redundancy of SE codebook.
[image: ]
Figure 1: CDF of the selection probability of the codewords in SE codebook
Observation 1: The separate encoding codebook is not scalable for higher ranks and high order quantization and has severe redundancy in multi-rank case.
Figure 1 has shown that there is room for compressing the W2 codebook in rank-2 case. In contrast to the SE codebook, another alternative with the ability to compress the codebook is to use joint encoding (JE) among the different layers. One existing JE codebook is
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It only requires  for W2 feedback, same with the rank-1 case. One major drawback of the existing JE scheme is the misalignment between (6) and the realistic phases, which thus brings performance loss. Another possible issue mentioned in [1] is the UE complexity. However, we think that, for cases with  and the QPSK/8PSK or even 16PSK quantization, the complexity is not a critical issue for JE to realize the exhaustive search based PMI selection. The complexity of the exhaustive search for JE with reduced codebook size is far more acceptable than that for SE codebook, e.g., for QPSK, UE needs to search 64 and  codewords for JE with form of (6) and SE codebook. 
To summarize, the major difficulty of existing JE codebook comes from the misalignment between the codebook and real channel. In another words, the realistic phase weightings may be different from (6). In the following, we will provide a new JE structure to address this issue, which still keeps a much smaller feedback overhead than SE. We first rewrite (1) into
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where  is the  unitary matrix. In (7), the W2 elements in red are associated with the strongest beam basis with amplitude  whereas the elements in green are associated with the second beam basis with amplitude .  In light of this, we propose the following codebook structure for W2
	
	
	[bookmark: _Ref472680591](8)


The structure (8) means that the  sub-matrices in red and green are both unitary, i.e., orthogonality is both satisfied for the cophasings of two beam bases respectively. The rationality of  (8) can be simply understood as follows:
· For a channel which can benefit from 2-layer transmission, it is then very possible that the codeword part for the strongest beam have well orthogonality, otherwise the two layers will have strong interference and then rank-2 transmission may not be a good choice. On the other hand, the codeword part for the second beam can also be quantized into an orthogonal matrix for the sake of minimizing interlayer interference and saving the feedback bits.
· For any , (8) can ensure the orthogonality of combined codeword , i.e., we always have , once (8) is satisfied.
In the new structure of JE codebook,  denotes an additional relative phase information between two beam bases. Based on (8), we can get a series of JE codebooks  , , with different granularities in quantizing , which then have different tradeoffs in overhead and performance (here we assume the general XPSK quantization  is used).
· Codebook  with bit-quantized  with
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and
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It can be seen that the existed JE with form of (6) is just a special case of our proposal with , i.e., without quantizing . With (9), (10) and (11), we can get the basic structure of our proposed enhanced JE codebook. By using the following fact, the proposed codebooks can be further compressed (we just give the results here and omit the detailed derivations):
· For , codeword subset  can be divided into two parts
	
	
	(12)


with
	
	
	(13)


and 
	
	
	(14)


Then for any codeword  in , its column-wise permutated version  must belong to , and vice versa. This means codeword set  is just a column-wise permutated version of .
· Similarly, for , codeword set  is just a column-wise permutated version of . 
With the above findings, we can further compress the codebook design by removing the duplicated codeword in the sense of column permutation and then get a series of codebook as shown in Table 1 with different tradeoffs between overhead and performance under the general XPSK quantization. For the codebooks with -bit quantized , , there are two design variations  and . For , there is only one design  with the largest bit codebook size.
Table 1: the general W2 rank-2 JE codebooks with different overhead and performance tradeoffs
	
	Proposed codebook
	Quantization level of  *
	feedback overhead

	
	
	
	 bit

	
	
	
	 bit

	
	
	
	 bit

	
	
	
	 bit

	
	
	
	

	
	
	
	 bit


*Note that the values of  shown by the third column of this table do not reflect the its real value in the codeword (for the real value, see the codebook definition in the second column of this table), these values are just used to show the effect in quantizing .

For QPSK and 8PSK case, the proposed codebooks in Table 1 require at most 7bit and 11bit feedback overhead respectively. Considering the payload size of PUCCH and PUSCH based uplink feedback channel (we will discuss this in detail in the following section), such overheads are generally acceptable. Therefore, our view is that for advanced CSI, the proposed 7bit and 11bit JE rank-2 W2 codebook should be considered by RAN1. For the ease of use, we provide the detailed codebook for them in Table 2.
Table 2: the proposed W2 rank-2 codebook for QPSK and 8PSK
	QPSK codebook
	
	7 bit

	8PSK codebook
	
	11 bit



In our companion contribution [3], we propose that  should be supported to make the advanced CSI have a substantial gain over the R13 codebook. The above principle on overhead reduction can also apply to the case , and for , the W2 rank-2 JE codebook with QPSK quantization is provided in Table 2’. Note that in this case, for saving the overhead, we can quantize the additional phase shifter for the third beam basis, i.e.,  in Table 2’, by using fewer bit(s). If  is not quantized, then the required overhead is 11bit.
Table 2’: the proposed W2 rank-2 codebook for QPSK in case of 
	QPSK codebook
for L=3
	
	11bit for ;
12 bit for 



Proposal 1: Adopt the 7bit QPSK or 11bit 8PSK JE codebook proposed in Table 2 as the W2 rank-2 codebook in advanced CSI. If  is supported, then the proposed codebook in Table 2’ is preferred.

3 CSI reporting for advanced CSI
Compared with R13 class A codebook, advanced CSI does not introduce new reporting content and the existing two-stage feedback mechanism is still adopted. The only difference is that the payload sizes of W1 and W2 are increased. Therefore, for advanced CSI, there is no big impact on the PUSCH based aperiodic CSI reporting where the payload size is usually not a big issue.
For periodic CS reporting, a strong constraint on the CSI message design is the capacity of PUCCH format 2/2a/2b. It not only requires heavy standardization effort but is also less efficient (may cause performance loss, e.g., in control channel coverage) to use PUCCH with larger capacity for periodic CSI feedback. Therefore, we propose to use current PUCCH formats 2/2a/2b with 11bits maximum payload size for CSI message reporting purpose in advanced CSI.
In case of  and , since now W1 requires to report the indexes of two orthogonal beams and the relative power weighting, the W1 overhead is increased to 13bits, which exceeds the 11bit PUCCH payload size limit. There are two ways to address this issue, the codebook subsampling and the W1 message splitting. For the latter case, the W1 message can be split into two parts, such as one part for the first dimension and another for the second dimension. This solution shall increase the number of CSI reporting instances in the current CSI reporting mode. For the former way, the way to perform codebook subsampling in advanced CSI, which is based on orthogonal beam basis, should be quite different from the legacy mechanism. In previous releases where the non-orthogonal beam groups is used by W1, the codebook subsampling is usually performed by shrinking the beam group number, such as using non-overlapped beam groups. Now there is no beam group concept in the advanced CSI. Our view is that there are two approaches here, one is to reduce the oversampling rate and another is to reduce the beam basis number in W1. Note that since  the latter approach is actually reduced into the R13 codebook configuration 1.
Proposal 2: For the first PMI in advanced CSI, 3GPP should consider to use the codebook subsampling or message splitting to address the payload size issue. The detail solutions for codebook subsampling and message splitting should be further studied
In addition to W1, the overhead for W2 in advanced CSI is also increased. The rank-1 W2 codebook for QPSK and 8PSK requires 6bits and 9bits overhead respectively. The current PUCCH reporting type is designed for W2 codebook with small payload size up to 4bit and, therefore, the second PMI is jointly reported with CQI. In advanced CSI, considering the increasing in W2 payload size, a new reporting type including only second PMI should be introduced. Moreover, in rank-2 case, the conventional SE codebook aforementioned requires 12bit and 18bit for QPSK and 8PSK quantization respectively. Therefore, codebook subsampling is required. In fact, our JE codebook proposed above can be viewed as an efficient way to subsample the codeword space, i.e., to reduce the codebook size with only small performance loss. Thus, the 7bit and 11bit design for QPSK and 8PSK in Table 2 provides two detailed solutions for rank-2 W2 codebook without exceeding the maximum payload size of PUCCH.
Proposal 3: For the second PMI in advanced CSI, a new CSI reporting type including only second PMI should be introduced. In case of rank-2, our proposed JE codebook provides a well solution for codebook subsampling.
4 Simulation result
We simulated both the SE and JE W2 rank-2 codebooks under the W1 working assumption in [2] ( and 2-bit wideband power scaling) with 16 ports (aggregate (8,4,2) array to 16 ports with 2 in elevation domain) to compare their performance in burst traffic conditions. MU-MIMO transmission is evaluated and the rank number per UE is forced to 2 in simulation. Other simulation parameters are shown in Table 4. In particular, the QPSK/8PSK SE codebook, the existing JE codebook (6) and the proposed JE codebook in Table 2 are simulated with results given in Table 3. As shown in Table 3, we use different W2 PMI selection method for different codebooks. For SE case, the extremely high complexity of exhaustive search is a tremendous obstacle. Even the QPSK codebook with  times exhaustive search is difficult to afford in our simulation and, to the best of our ability, we here provide the results of  times search among half of QPSK SE codebook. Therefore, for 18bit 8PSK and 12bit QPSK SE codebook, we also perform the per-element quantization on the eigenvectors of effective channel covariance to reduce the complexity for PMI selection. On the other hand, for JE codebook, the codebook size is much smaller and then we can just perform exhaustive search to select the W2 PMI. Note that one exception is the 11bit 8PSK JE codebook. In this case, we only search the partial  codewords among the total  for saving the simulation time. Therefore, the performance of 11bit 8PSK JE codebook has somewhat loss due to our simulation implementations.
For the QPSK quantization, compared with the existing JE codebook (6), our proposed 7bit JE codebook can have about 12% and 17% mean and cell edge throughput gain at cost of only 1bit overhead increasing. Compared to the SE codebook with exhaustive search, our proposal has very close performance whereas it has much smaller feedback overhead (5bit fewer). Moreover, in practice, the complexity of exhaustive search required by 12bit SE codebook should be too large for UE to afford. Our proposal only requires searching  codewords, thus being much easier for UE to implement. On the other hand, the SE codebook with the simplified PMI selection actually performs worst among the simulated codebook because of the performance loss brought by the per-element quantization operation. It has 21% and 25% performance loss in mean and cell edge throughput respectively. 
Therefore, in practice, considering the UE implementation, we can see the SE codebook may have no benefit in both overhead and performance and our proposed JE scheme is a more preferred solution for W2 rank-2 codebook. If using 8PSK quantization, the performance of SE codebook with simplified PMI selection is improved but is still not comparable with our proposed 11bit JE codebook.
Table 3: simulation results for the different W2 rank-2 codebooks
	Codebook
	Feedback Overhead (bits)
	PMI selection method
	Spectral Efficiency (bps/Hz)

	
	
	
	Mean
	Cell edge

	QPSK SE codebook
	12bit
	Per element quantization
	1.88
	0.30

	
	
	Exhaustive search (among  codewords)
	2.37
	0.40

	QPSK JE codebook (6)
	6bit
	Exhaustive search
	2.05
	0.35

	Proposed QPSK JE codebook in Table 2
	7bit
	Exhaustive search
	2.30
	0.39

	8PSK SE codebook
	18bit
	Per element quantization
	2.31
	0.40

	Proposed 8PSK JE codebook in Table 2
	11bit
	Partial exhaustive search among  codewords
	2.38
	0.41



Observation 2: Considering the practical UE implementations, the SE codebook may have no benefit in both overhead and performance compared with the proposed JE codebook.

5 Conclusion
In this contribution, we provide our views on the overhead reduction of W2 rank-2 codebook in advanced CSI. In particular, we provide the following observations and proposals:
Observation 1: The separate encoding codebook is not scalable for higher ranks and high order quantization and has severe redundancy in multi-rank case.
Observation 2: Considering the practical UE implementations, the SE codebook may have no benefit in both overhead and performance compared with the proposed JE codebook.
Proposal 1: Adopt the 7bit QPSK or 11bit 8PSK JE codebook proposed in Table 2 as the W2 rank-2 codebook in advanced CSI. If  is supported, then the proposed codebook in Table 2’ is preferred.
Proposal 2: For the first PMI in advanced CSI, 3GPP should consider to use the codebook subsampling or message splitting to address the payload size issue. The detail solutions for codebook subsampling and message splitting should be further studied
Proposal 3: For the second PMI in advanced CSI, a new CSI reporting type including only second PMI should be introduced. In case of rank-2, our proposed JE codebook provides a well solution for codebook subsampling.
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Appendix	

[bookmark: _Ref471471514]Table 4:  Simulation Parameters
	Parameter
	Value

	Scenario
	3D-UMi with ISD = 200m

	Carrier frequency
	2GHz

	System bandwidth
	10MHz

	eNB transmit power
	41 dBm

	eNB antenna configuration
	(M, N, P) = (8, 4, 2), aggregated (10 degree downtilt) to 16 TX, with 2 in elevation domain

	Duplex
	FDD

	Traffic model
	FTP Model 1 with packet size 0.5 Mbytes, 3.5 users/sec/sector

	Wrapping method
	Geographical distance based

	UE attachment
	Based on RSRP (formula) from CRS port 0

	UE Speed
	3km/h

	UE distribution
	According to 36.873

	UE antenna pattern
	Isotropic antenna gain pattern A’(θ’,ф’) = 1

	Receiver
	Realistic channel estimation and interference modelling

	Receiver
UE Rx configuration
	LMMSE-IRC receiver

	
	2 Rx x-polar (+90/0)

	Feedback
	PUSCH 3-2 for non-reciprocity operation

	Feedback
Transmission scheme
	CQI reporting triggered per 5ms

	
	CQI Feedback delay is 5 ms and ideal channel estimation at the UE

	
	MU-MIMO with fixed UE rank of 2

	Overhead
	3 symbols for DL CCHs, 2 CRS ports and DM-RS with 12 REs per PRB

	Scheduler
	Frequency selective scheduling
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