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In constructing any polar code, the first step is to map the K-bit information into the N sub-channels in such a way that these K bits of information take the K most reliable positions:  
· Stage-1: a method to obtain a sequence ordered by the reliability metrics of each sub-channels (u-domain)
· Stage-2: a method to put the K-bit information in term of this sequence.       
The stage #2 is usually much more straightforward than stage #1. The stage #1 would not only affect the BLER performance but also the implementation complexity and latency. 
In this contribution, we will discuss and compare different construction schemes of polar codes. 
Discussion
Permutation and DE(density-evolution)-GA(Gaussian Approximation) 
A sequence of sub-channels ordered in terms of their reliability metrics can be regarded as a permutation that maps a natural order sequence  to another ordered sequence (P). 
In order to find P, one needs to evaluate the reliabilities of the sub-channels. There are many methods to evaluate the reliability of sub-channels. Among these methods are the BEC (binary-erasure-channel) assumption proposed by Arikan, density evolution (DE), Gaussian approximation (GA), Tal-Vardy bit-channel upgrade/degrade method and the binary-expansion (BE) method. We briefly explain these methods. 
With the BEC assumption which was proposed in Arikan’s original paper, the underlying channel is approximated with a BEC channel with the same capacity and the sub-channel’s reliabilities are evaluated for that BEC instead using recursive formula for the Bhattacharya noise parameter of the sub-channels. Let  be the capacity of the underlying channel, set the erasure probability of the equivalent BEC as  Calculate the erasure probability  of the sub-channel  as follows.


,
Starting with Then the sequence P is found by sorting the  in descending order and choosing the ordered index set as P.
Another method to find P, is bounding the sub-channel  with two physically upgraded and degraded channels with prescribed output alphabet size and calculating the reliability of these sub-channels instead by either the error probability or the Bhattacharya noise parameter. This method effectively gives P sequence for arbitrary large polar code length.    
With DE, the LLR-density of the channel is calculated as . Assuming the all-zero codeword is transmitted, the density  of the LLR calculated at each sub-channel  is calculated as follows.

, 
where . The operator calculates the density of the LLR at the output of a check-node from the two i.i.d. densities at its input. The operator  denotes regular convolution. For BI-AWGN channel the channel with noise standard deviation , the LLR density can be calculated as
.
The sequence P, is then calculated by finding the area under  for , as the sub-channel error probability and then sorting them in descending order and choosing the order index set as P.

GA is an efficient way of implementing DE. With GA, we assume that the densities are all symmetric Gaussian. Let  be the mean of the density  Initializing  as the mean  of  (for BI-AWGN ), the following recursion is done.

.
The sequence P is then calculated by sorting the  in an ascending order and choose the ordered index set as P.
Because its initial mutual channel capacity is related to coding rate (R), a permutation sequence (P) should be ideally generated on-the-fly with the target R. Therefore, one disadvantage of the above methods including GA is that they are generally channel-dependent. It is desirable to provide method that gives the P sequence independent of the channel while maintaining the coding performance and design complexity. 
Binary expansion (BE) is such a method that produces a permutation sequence (P) from recognition accuracy point of view. This algorithm, named as Polarization Weight (PW), provides a general binary expansion form. For every sub-channel index , let  be the binary expansion of . The PW of  is defined as
. 
This polarization weight is called -expansion in mathematics. A good choice of  is . The P sequence can then be directly obtained by sorting the  in ascending order, independent of the rate. 
PW method gives similar coding performance to the more complex previously described methods including GA while introducing simple code construction. 
Short Sequence vs Long Sequence 
A long sequence is straightforward: any short permutation sequence can be generated from a long permutation sequence in a nested way. In contrast, it is not straightforward to extend a short sequence to long one, although the motivation is to save the memory.  
[17] introduces a method to extend a short permutation sequence. This method needs an on-the-fly computation of the allocated code rates (Ri) for each segment on the stage #2. From these coding rates (Ri) and with a short sequence Pref, this method determines the information/frozen positions in each segment-i. 
The major concerns about this method are discussed below. 
Latency
The short-sequence-based construction has serious problems in terms of additional encoding and decoding latency. The additional latency arises from the following aspects
· Rate allocation cannot be parallelized: the coding rate allocation is processed level by level. For example, from N= 512 to Nref=64, it takes N=512->N=256->N=128->N=64, 1+2+4=7 rounds. For maximum code length Nmax and short nested sequence length Nref, (Nmax/Nref-1) rounds are required.
· Info bit selection cannot be parallelized: assuming that we already know the number of info bits in a segment, we need to select them one by one (while skipping the shortened bits) until the target number is reached. This can be easily done in a sequential manner but is nearly impossible to implement in full parallel. This is due to the fact that the number of shortened bits to be skipped is unknown until we reach the target number of info bits. For example, if a 32-sized segment has 15 info bits, then strictly at least 15 cycles are required for info bit selection. Considering the worst case, a 32-cycle latency is incurred for each segment. Combining all segments, the extra latency is prohibitively large, making its ASIC implementation unrealistic.
Complexity
In each information allocation round, capacity evolution and allocated information length have to be calculated, which causes much more complexity. Each round includes following steps:
· R1 = Fun_mutual_info_transfer(R): for W+ channel
1） Give R, find SNR corresponding to R
[image: ] 
2） SNR+ = 2 * SNR
3） find R1 = I(SNR+) 
[image: ]
4） R0 = 2R – R1
Step 1: At each round, the code rate (referred to as capacity/mutual information in [17]) is required as input, which uses integer division with the denominator not necessarily a power of 2. 
Step 2: Polarization is modelled by code rate / capacity transfer function. The code rate is transferred to the corresponding channel SNR. This complex function admits no closed form expression. 
Step 3: The channel SNR relationship between the channels before and after polarization is derived according to Gaussian approximation. For the enhanced channel (W+ in [17]), the SNR is twice as that of the original channel (W).
Step 4: When the channel SNR after polarization is obtained, it is transferred back to the corresponding code rate of the enhanced channel. This is another complex function that admits no closed form expression. 
Step 5: Given the output code rate after polarization, integer multiplications are necessary to obtain the information length (K+) for the enhanced channel. The information length (K-) for the degraded channel (W-) is finally obtained via subtracting K+ from K.
The above steps introduce significant implementation overhead. In each round, one multiplication, one division and two complex functions with no closed form expressions are evolved. Even if look-up-table (LUT) is employed to avoid on-the-fly computations of the complex functions, the additional memory for storing the rate-transfer table should be carefully evaluated; while attempts to over-quantize the LUT would inevitably incur performance loss. In addition to the complex functions, frequent multiplication and division operations also consume hardware area and incur extra latency and are non-trivial for ASIC implementation. 
Encoding and decoding mismatch
The on-line calculations may lead to mismatch between the encoder and decoder, which must be avoided. During the complicated on-line construction, numerous operations would cause encoder-decoder mismatch, including the realization of code rate transfer function, rounding effects in each division, and so on. This would compromise the capacity evolution accuracy, and influence the latter information bits allocation process. The resulting mismatch between the encoder and decoder will cause serious decoding failure.
Observation-1: This construction method based on one short sequence would result into a longer latency, more complexity, and possible mismatch issues. 
Polarization Weight 
Unlike DE-GA method, the method of PW (Polarization Weight) in [16] is based on BE (binary expansion) to address the reliability order issue:
The SNR-independent reliability estimation is done by computing the reliability of each sub-channel (offline operation), and storing the ordered index sequence   for the polar code of maximum code length Nmax. The reliability order of sub-channels is estimated through a weight sequence , calculated as follows

Assume  with ,, 
then,
                	                   
where n = log2(N).

Example:
Consider the example with maximum mother code length Nmax= 16, n=log2(16) = 4 and for i=3 (), W3 can be calculated as:
W3 = 1*2 (0*(1/4)) + 1*2 (1*(1/4)) + 0*2(2*(1/4)) + 0*2 (3*(1/4))  = 2.1892
The full weight vector is =[0 1 1.1892 2.1892 1.4142 2.4142 2.6034 3.6034 1.6818 2.6818 2.8710 3.8710 3.0960 4.0960 4.2852 5.2852], where a larger value suggests a higher reliability. 
Once  is obtained, the next step is to sort it such that .  ,  and save the corresponding index sequence as  . The resulting sequence to be stored is 
.

In the following, we will provide further details on this method and theoretical insights.
Let us first define the notion of polarization weight. Consider an index x, and let B = (Bn-1, Bn-2,…, B0) be its binary expansion over n bits with the MSB at the left. Its polarization weight is defined as
[bookmark: _GoBack]PW(x) = ,
where β > 0. The advantage of the polarization weight (PW) method is that it provides a measure of reliability for the sub-channel while keeping the nested property of frozen bits when the codeword length grows. 
In order to obtain a “good” measure from the PW method, one shall carefully choose the value of β such that the order derived from the polarization weights is the same or similar to the order of the actual reliability order of the sub-channels. This order is illustrated in Figure 1, where C(W000) denotes the capacity of the subchannel with index 0 and binary expansion 000, etc.
[image: ]
[bookmark: _Ref473923363]Figure 1. Illustration of relation between sub-channel reliability and polarization weight (n=3)
In fact, the polarization weight is known as β-expansion in mathematics [13], a notion introduced by Rényi (1957) and first studied in detail by Parry (1960). The β-expansion can be seen as a function that maps from a binary sequence B (the binary expansion of the index) to a real number (the polarization weight):
f(000) = 0, f(001) = 1, f(010) = β, ….., f(111) = 1+β+β2
The β-expansions are not unique for any choice of β. As an example for n=3 (Figure 1), when β = φ, where φ =  denotes the famous golden ratio, we have
f(011) = 1 + φ =  φ2 = f(100).
In this case, the two sub-channels W-++ and W+-- will result in the same reliability measure, so that the PW method would not be able to order them. It is easy to show that for n=3, φ is the only number that has such an effect; we denote the set as A3 = {φ}.
Similarly for n=4, there exist 4 such real numbers, collected in the set A4 = {α1, α2, φ, α4}, which makes the PW method unable to order all sub-channels. These numbers are all algebraic numbers, namely roots of polynomials with integer coefficients 0, 1 or -1:
α1 = 1.3247···  is the root of x3 – x – 1 = 0
α2 = 1.4656··· is the root of x3 – x2 – 1 = 0
φ is the root of x2 – x – 1 = 0
α4 = 1.839··· is the root of x3 – x2 – x – 1 = 0
We can further show that the size of An increases with n, and we also have . 
Observation 2: PW is related to β-expansion. When β equals to some algebraic number, for example the golden ratio φ, PW loses the ability to fully rank the sub-channels according to their reliability. The number of these algebraic numbers grows with the codeword length.
Observation 3: Nested sets of frozen bits for different rates R is one of the main properties of PW.
Observation 4: For a finite codeword length N=2n, any β not in  yields an order of the subchannels (according to the PWs it generates).
Asymptotic analysis when n→∞
A natural question is how the PW method (β-expansion) behaves asymptotically when n→∞.
In fact, for the case of n→∞, the problem of studying distributions of the β-expansion can be transformed to another concept called Bernoulli convolution [14][15]. Bernoulli convolution defines a probability measure

while assuming that B = (B1, B2,…) is a sequence of independent binary random variables satisfying
Pr {Bi = 1} = Pr {Bi = 0} = 0.5,   for all i
It is proved that the measure  is either absolutely continuous or singular [14]. Clearly, we need the property of continuous measure for  to be able to fully rank the reliability of infinite number of sub-channels. It is further proved in [15] that if  is of the form of , where k is integer ≥1 , then  is absolutely continuous.
Observation 5: For infinite codeword length, in order to have a nested ordered list of PWs, an absolutely continuous measure is necessary. The choice    satisfies this necessary condition.
Observation 6: For every ordering of a binary sequence, there is always at least one value of  which gives rise to that ordering via the β-expansion.
Conclusion
Observation-1: This construction method based on one short sequence would result into a longer latency, more complexity, and possible mismatch issues. 
Observation 2: PW is related to β-expansion. When β equals to some algebraic number, for example the golden ratio φ, PW loses the ability to fully rank the sub-channels according to their reliability. The number of these algebraic numbers grows with the codeword length.
Observation 3: Nested sets of frozen bits for different rates R is one of the main properties of PW.
Observation 4: For a finite codeword length N=2n, any β not in  yields an order of the subchannels (according to the PWs it generates).
Observation 5: For infinite codeword length, in order to have a nested ordered list of PWs, an absolutely continuous measure is necessary. The choice    satisfies this necessary condition.
Observation 6: For every ordering of a binary sequence, there is always at least one value of  which gives rise to that ordering via the β-expansion.
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