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[bookmark: _Ref129681862][bookmark: _Ref124589705]1	Introduction
[bookmark: _GoBack]It was agreed in RAN1 NR Ad-Hoc meeting [1] that LDPC codes are adopted for eMBB data channel and polar codes are adopted for eMBB control channel (except for very small block lengths). Furthermore, some design details on polar codes were agreed. For example, the maximum mother code size of polar code is between 256 and 1024 for DCI, and between 1024 and 2048 for UCI. 
Some rate matching designs for polar codes were proposed [2], where both repetition and puncturing (including shortening or typical puncturing) are supported. In this contribution, we investigate two shortening schemes of polar codes. 
2	Discussion
2.1 	 Polar Codes
We consider a polar code, where  is the information block length and  is the coded block length. Here, the value is a set as a power of 2, i.e.,  for some integer. The generator matrix of the polar code can be expressed by, where  denotes the -th Kronecker power and . 
With the well-defined polar encoder, the main design (or construction) of polar code is the mapping of the  information bits to the  input bits of the polar encoder. In principle, the  information bits should be put on the  best (or most reliable) bit channels, and the remaining  input bits not mapped from the information bits are called frozen bits. There are several ways to determine the reliability of bit channels [3]. 
The Parity Check (PC) polar code was introduced in [4]. In PC polar codes, some of the frozen bits are used for parity check purpose. This could assist the decoder in selecting the proper code word from a list of candidates. 
The decoding algorithms of polar codes include Successive Cancellation (SC) decoding [5], Successive Cancellation List (SCL) decoding [6] and CRC-Aided SCL decoding [7]. 

2.2  Shortening Schemes of Polar Codes
The length  of polar encoded block is a power of 2 due to the nature of polar encoding structure. On the other hand, for a given information block length  and coding rate , the resulting code word length is determined as , which is not always a power of 2. Hence, the puncturing of the polar encoded block is needed to achieve the required coding rate. Suppose  bits are punctured from the  polar encoded bits. The resulting coding rate is . Hence, the number  is set as to match the desired coding rate. In the remainder of this contribution, we use  to denote a  polar code with  bits punctured. 
The puncturing of polar codes can be represented by a puncturing vector , where , and “0” indicates the punctured positions. Here, we have  zeros in the puncturing vector.
The Quasi-Uniform Puncturing (QUP) scheme was introduced in [8]. By the QUP scheme, the puncturing vector  is the first output bits. Since the QUP scheme involves different code constructions for different number of punctured bits, it might be difficult to implement it.
A shortening scheme was introduced in [9]. With this scheme, the puncturing vector is determined from the generator matrix  of the polar code. Specifically, the index of a weight-1 column in  is selected as a puncturing position (i.e., ). The column and row corresponding to that 1’s location are removed from generator matrix . This reduces the matrix dimension from  to . This continues on with the new matrix for the remaining  puncturing positions in the same manner. 
It should be mentioned that a weight-1 column of  implies a one-to-one mapping between the corresponding input bit and output bit of the polar encoder. In other words, if the input bit corresponding to a weight-1 column of  is set as 0, its associated output bit is also equal to 0. 
The code construction for the shortening scheme is adjusted such that the input bit corresponding to a weight-1 column is set as a frozen bit (i.e., 0). This implies that the associated output bit is equal to 0. Therefore, puncturing of that output position does not result in a loss of information to the decoder, as the decoder knows the punctured bit is always 0. This a priori information improves the polar decoding performance. 
Note that the shortening scheme in [9] does not lead to a unique puncturing vector, as there may exist more than one weight-1 column within each loop of the matrix reduction process. Different choices could be made on the weight-1 column selection. In [9], the author provided one way of puncturing, where the puncturing vector  is the last  bits. This is called No Bit Reversal (NBR) shortening scheme in this contribution. Figure 2 illustrates the example of.



Figure 1: NBR shortening scheme for the case of N=8, M=4


[bookmark: _Ref470007530]Figure 2: BR shortening scheme for the case of N=8, M=4
In another shortening scheme, the puncturing vector  is the bit-reversal of the -bit vector with the last  bits zeros and the remaining  bits ones. This is called Bit Reversal (BR) shortening scheme in this contribution. Figure 2 illustrates the example of .

2.3 	 Performance Evaluations of the Shortening Schemes of Polar Codes
In this section, we simulate the performance of the two shortening schemes. Our simulations are based on the PC polar codes [4]. We use QPSK modulation and AWGN channel in the simulations. 
Figure 3 shows the simulation results of a (1024, 200, 424) polar code, a (1024, 200, 224) and a (1024, 200, 24) polar code, where the SCL-4 decoding algorithm is used. It is seen from the figure that BR shortening scheme outperforms NBR shortening scheme in all the cases. Note that in NBR shortening scheme, the frozen bits associated with punctured bits start from the bottom, which approximately corresponds to more reliable bit channels. This probably results in the performance degradation with NBR shortening scheme.
The performance gain with BR scheme over NBR scheme increases with the number of punctured bits. The BR scheme performs a little bit better than NBR scheme when 24 bits are punctured, while the BR scheme performs much better than NBR scheme when more bits are punctured. 
Observation 1: The BR shortening scheme outperforms the NBR shortening scheme under different number of punctured bits. The performance gain with BR shortening scheme increases with the number of punctured bits. 
In Figure 4, we compare the performance of the two shortening schemes under different block lengths at identical coding rate. Here, a (1024, 200, 424) polar code, a (512, 100, 212) polar code and a (256, 50, 106) polar code with SCL-4 decoding algorithm are used. It is seen from the figure that the BR shortening scheme outperforms NBR shortening scheme in all the cases. The performance gain of the BR shortening scheme over the NBR shortening scheme increases with block length.
Observation 2: The BR shortening scheme outperforms the NBR shortening scheme under different block lengths. The performance gain with the BR shortening scheme increases with block length. 
In Figure 5, we compare the performance of the two puncturing schemes under different decoding algorithms: SCL-4 and SCL-32. Here, a (1024, 200, 424) polar code is used. It is seen from the figure that the BR scheme outperforms the NBR scheme in both cases. 
Observation 3: The BR shortening scheme outperforms the NBR shortening scheme for different list sizes in SCL decoding algorithm.

[image: ]
[bookmark: _Ref457911565]Figure 3: Puncturing schemes comparison under different number of punctured bits
[image: ]
[bookmark: _Ref457911599]Figure 4: Puncturing schemes comparison under different block lengths
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[bookmark: _Ref457912198]Figure 5: Puncturing schemes comparison under different decoding algorithms

Based on the above observations, we have the following proposal: 
Proposal: Further study different shortening schemes for polar codes. 
3	Conclusion
In this contribution, we discussed two different puncturing schemes for polar codes, and compared their performance under different coding rates, block lengths, and decoding algorithms. Our simulation results show that: 
Observation 1: The BR shortening scheme outperforms the NBR shortening scheme under different number of punctured bits. The performance gain with BR shortening scheme increases with the number of punctured bits. 
Observation 2: The BR shortening scheme outperforms the NBR shortening scheme under different block lengths. The performance gain with the BR shortening scheme increases with block length. 
Observation 3: The BR shortening scheme outperforms the NBR shortening scheme for different list sizes in SCL decoding algorithm.
Hence, we have the following proposal: 
Proposal: Further study different shortening schemes for polar codes. 
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