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Introduction
In the RAN1 #86 meeting, it was concluded

Conclusion:
· The eMBB data channel coding scheme will be chosen at RAN1#86bis
· including agreeing on the observations that led to the decision. 
· Companies are encouraged to:
· continue analysis and comparison in order to inform the final decision at RAN1#86bis
· provide any remaining details, especially focusing on LDPC (in view of the situation in this meeting) 
· provide any remaining details of the flexibility requirements and how they can be satisfied, and corresponding implementation complexity and any impact on performance
· Note that consideration of combinations of coding schemes is not precluded. 
· In case of changes to proposals already available, companies are encouraged to provide them at least 1 week before the normal submission deadline for RAN1#86bis. 

In this contribution, we provide the remaining details of the flexibility requirements and how they can be satisfied, and corresponding implementation complexity and any impact on performance, especially focusing on LDPC.

Flexibility
The proposed flexible QC LDPC code can support variable information block sizes from a few tens to a few thousands by the lifting and shortening techniques in [2]. Furthermore, it can also support variable code rates from 1/3 to 8/9 by puncturing of bits, as described in [3].
1.1 Length Flexibility 
In [4], we present details of the proposed lifting method and show the coding performance of LDPC codes obtained by the lifting method in terms of code block sizes and rates. Figure 1 shows performance of proposed QC LDPC and LTE turbo codes base on below conditions.

LDPC code: Layered scheduling, 15 iterations, Sum-product algorithm
Turbo code: No window decoding (ideal scheduling), 6 iterations, log-MAP algorithm
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Figure 1: Performance of proposed QC LDPC and LTE turbo codes (R=8/9, 2/3, 1/3)

Observation 1: The proposed length-compatible QC LDPC code support a stable performance in terms of code block sizes and code rates. 
Proposal 1: To support the length-compatibility of QC LDPC codes comparable to LTE turbo code, the lifting technique should be adopted.  


1.2 Rate Flexibility and IR-HARQ 
In [5], we show the IR-HARQ and MCS performance of a structured QC (quasi-cyclic) LDPC code based on a concatenation of a small QC LDPC code with high rate and many single parity-check codes. The more single parity-check codes are concatenated, the lower rate LDPC codes can be obtained.
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Figure 2. Performance of IR-HARQ 
(K=2000, R = 5/6, 5/12, 5/18, 5/24, Sub-optimal, Ildpc = 12 (Layered), Iturbo = 6) 
To conduct the simulation, we use MCS table defined in LTE standard [6] with following parameters:
· Number of physical resource block (PRB) = 5
· Number of resource elements assigned to PDSCH per PRB = 142 (No. of QAM symbols = 710)
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Figure 3. Performance of Various MCS Based on LDPC Codes 
Observation 2: IR-HARQ and 1-bit granularity in block-length can be easily supported by LDPC codes.
Observation 3: Energy Efficient Decoder of LDPC codes can be implementable. Especially, when supporting high rates, the energy efficiency of LDPC decoder is much higher than that of common Turbo decoders.
Observation 4: The performance of IR-HARQ based on LDPC and Turbo codes are comparable.
Observation 5: LDPC codes can support stable performance for various MCS with fine granularity, comparable to LTE turbo code. 
Proposal 2: The LDPC codes constructed by concatenating a small LDPC code and single parity-check codes are recommended for implementing efficiently and supporting IR-HARQ. 

1.3 Performance and Complexity Trade-off 
In [7], we provide simulation results of the coding performance with the same computational complexity for fair comparison. It is observed that sub-optimal decoding, short length, low-rate and the same decoding complexity, LDPC code performs still slightly better than turbo code.
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(a)                                          (b)
Figure 4: Performance of FEC Schemes 
(a: Optimal algorithm, K=6000, R=8/9, b: Sub-optimal algorithm, K=1000, R=1/3)
Observation 6: For LDPC and turbo codes, the decoding complexity increases linearly with the number of iterations. 
Observation 7: For polar code, the decoding complexity increases almost linearly with the number of lists.
Observation 8: For optimal decoding, long length, high-rate and the same decoding complexity, LDPC code performs much better than turbo code. 
Observation 9: For sub-optimal decoding, short length, low-rate and the same decoding complexity, LDPC code performs still slightly better than turbo code. 
Observation 10: Polar code performs better than turbo code, but worse than LDPC code. 
Observation 11: A critical drawback of Polar code is latency, especially, the latency is critical for large-length polar code. 
 
Proposal 3: For short packet service scenarios, e.g., control channel, LDPC codes should be considered.


HW Complexity Analysis 
In [8], we discuss energy and area efficiencies of LTE turbo code and a QC LDPC. For fair comparison, we compare LTE turbo code with a QC LDPC code supporting the same granularities for information block lengths and code rates as LTE turbo code. The length compatibility is supported by using lifting and shortening. In the implementation point of view, lifting method requires to support the various sub-block size and circular shift value. As summarized in [9], the flexible LDPC decoder requires 2 times more complexity of the shifting operation than inflexible LDPC decoder. 
The energy and area efficiencies for existing LTE turbo and LDPC codes are shown in Figures 5-6. We can see that flexible LDPC decoders have much better energy and area efficiencies than those of Turbo decoders at higher code rate although scaled area of LDPC decoder with mother code rate 1/3 is considered. For low code rate, they have similar area efficiency, however, flexible LDPC decoder still have better energy efficiency than LTE turbo decoder.
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Figure 5: Energy and Area Efficiencies of Turbo and LDPC Decoders at High Code Rate
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Figure 6: Energy and Area Efficiencies of Turbo and LDPC Decoders at Low Code Rate (1/3)
Observation 12: Shift network for flexible QC LDPC codes are about twice complex than those for inflexible QC LDPC codes.
Observation 13: The additional HW complexity for supporting a flexible LDPC code with arbitrary sub-block size is not a critical problem, as compared with that of inflexible LDPC codes. (About 10% complexity increases)
Observation 14: The energy and area efficiencies of a flexible LDPC decoder are much better than those of LTE turbo codes. For low code rate, they have similar area efficiency, however, the energy efficiency of a flexible LDPC decoder is still better than that of LTE turbo code.
Proposal 4: A flexible QC LDPC code should be adopted as channel coding scheme for eMBB data channel.
Latency 
It is discussed the requirement of latency on channel decoder for data channel based on the special subframe, so-called self-contained frame structure [10]. Considering both the decoding latency and performance, the LDPC decoder can meet the latency requirements for all subcarrier spaces from 15kHz to 120kHz. Here, the LDPC code is decoded by layered decoding with 16 layers for code rate 1/3.
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Figure 7: Performance vs Latency (R=1/3, K=6000) 
Observation 15: Summary of condition to meet the decoding latency requirements for eMBB data channel
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Observation 16: Summary of condition to meet the decoding latency requirements for control channel
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Proposal 5: LDPC codes should be selected for eMBB data channel


Observations and Proposals 
Observation 1: The proposed length-compatible QC LDPC code support a stable performance in terms of code block sizes and code rates. 
Observation 2: IR-HARQ and 1-bit granularity in block-length can be easily supported by LDPC codes.
Observation 3: Energy Efficient Decoder of LDPC codes can be implementable. Especially, when supporting high rates, the energy efficiency of LDPC decoder is much higher than that of common Turbo decoders.
Observation 4: The performance of IR-HARQ based on LDPC and Turbo codes are comparable.
Observation 5: LDPC codes can support stable performance for various MCS with fine granularity, comparable to LTE turbo code. 
Observation 6: For LDPC and turbo codes, the decoding complexity increases linearly with the number of iterations. 
Observation 7: For polar code, the decoding complexity increases almost linearly with the number of lists.
Observation 8: For optimal decoding, long length, high-rate and the same decoding complexity, LDPC code performs much better than turbo code. 
Observation 9: For sub-optimal decoding, short length, low-rate and the same decoding complexity, LDPC code performs still slightly better than turbo code. 
Observation 10: Polar code performs better than turbo code, but worse than LDPC code. 
Observation 11: A critical drawback of Polar code is latency, especially, the latency is critical for large-length polar code. 
 Observation 12: Shift network for flexible QC LDPC codes are about twice complex than those for inflexible QC LDPC codes.
Observation 13: The additional HW complexity for supporting a flexible LDPC code with arbitrary sub-block size is not a critical problem, as compared with that of inflexible LDPC codes. (About 10% complexity increases)
Observation 14: The energy and area efficiencies of a flexible LDPC decoder are much better than those of LTE turbo codes. For low code rate, they have similar area efficiency, however, the energy efficiency of a flexible LDPC decoder is still better than that of LTE turbo code.
Observation 15: Summary of condition to meet the decoding latency requirements for eMBB data channel
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Observation 16: Summary of condition to meet the decoding latency requirements for control channel
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Proposal 1: To support the length-compatibility of QC LDPC codes comparable to LTE turbo code, the lifting technique should be adopted.  
Proposal 2: The LDPC codes constructed by concatenating a small LDPC code and single parity-check codes are recommended for implementing efficiently and supporting IR-HARQ. 
Proposal 3: For short packet service scenarios, e.g., control channel, LDPC codes should be considered.
Proposal 4: A flexible QC LDPC code should be adopted as channel coding scheme for eMBB data channel.
Proposal 5: LDPC codes should be selected for eMBB data channel
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